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Abstract:

The current emphasis in the satellite industry is on replacing large satellite platforms with
one or more smaller satellites, built at lower costs, yet able to accomplish similar mission
objectives. In this context, there is increasing interest in the potential capabilities and
applications of so-called “micro-satellites”—satellites of 10-100 kg. However it is
recognized that such small satellites pose severe constraints on payload volume, mass and
power. Thus, they would appear to be inappropriate for missions such as synthetic
aperture radar (SAR) imaging, where payloads have significant size and power demands
— specifically the large SAR antenna and high-power radar transmitter.

The primary reason for the high transmit power requirement is that traditional SAR
systems use backscatter, which is weak from most terrain types as most energy is
scattered in the forward direction. Thus, if it were possible to gather this forward
scattered element, then the transmit power requirements could drop significantly,
potentially making it feasible for installation on a micro-satellite.

This research is based on this principle of collecting to the forward scattered element —a
novel method by which two micro-satellites “fly” in a specific formation to accomplish a
SAR imaging mission bi-statically. The transmitting satellite will be the master, with the
receiver satellite slaved off it for synchronization. The satellites view a swath of 30x30
km, at a ground resolution of 30 m, from an altitude of 700 km. The constellation
geometry proposed requires minimal orbit control resources, and allows for the resolution
of the left-right ambiguity.

The satellite design is based on the Surrey Satellite Technology, Ltd. enhanced micro-
satellite, with a mass of 100 kg, and a standard volume of 1x1m base and a 0.6 m height.
The satellite shape will be a truncated pyramid, allowing for increased power production
by the body-mounted Gallium Arsenide solar cells and provides a larger platform base
for the 2.5 m diameter parabolic dish antenna.

The signal is transmitted at 2.4 GHz, as a “chirped” pulse of 34 ps duration. The receiver
will collect, compress and store the data, which will later be sent to a ground station. This
will require a data storage of 1 Gbit and a downlink of 2 Mbps. The main processing of
the SAR data will be conducted on a ground facility, due to the complex and time
required for processing.




1.1 Overview of the Research:

This thesis is centred on the proposition of placing a SAR system on a micro-satellite
constellation, reducing cost whilst maintaining the quality of images. This idea was
studied in 1993 by Ms. Regina Coult at the University of Surrey [COUL-97]. The
resulting conclusion was that the power needed for SAR is too high to be placed on a
small satellite—100 kg—and maintain the focused image achievable with the then
current SAR satellites. The average small satellite can provide power at a few hundred
watts—100W for the enhanced micro-satellite used in this research. Since then, Astrium
has also begun a project to design TerraSAR, a SAR system based on a pair of small, yet
otherwise conventional, SAR satellites, one operating at X-band and the other at L-band.

However, detailed information concerning this project is not yet available.

If a SAR system appears impractical to place on a single micro-satellite, the possibility
exists that through task allocation between multiple satellites flying in formation, a single
SAR system can be synthesized. This idea still encompasses the problem of high power
consumption by the transmitter and introduces another level of complexity with the
accuracy of control needed to maintain coherent signal processing, but offers a potential

solution.

The proposed architecture is a cluster of two satellites—a transmitting satellite and a
receiving satellite—in a bi-static configuration. Each satellite is a micro-satellite of
similar mass and cross-sectional area to allow for similar drag, negating the need for
excessive station keeping resources. The transmitting satellite will be the master satellite

and the receiver will be slaved to it.

The satellites are placed in a formation as shown in Figure 1.1a and b. The receiver and
the transmitter will be offset to ensure a separation of 60 km during imaging. This
formation allows for the satellites to be deployed from the same launch vehicle and
requires a AV to realign the transmitter to the receiver. From this position, the receiver
will receive the forward-scattered echoes, rather than the backscatter. This will

significantly reduce the power required for the transmitter.
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Geometry of Proposed Cluster

The antenna of the transmitter is pointed at the angle, o, approximately 3.7°, such that the
antenna beam centre is located at approximately 45 km from the transmitter (as seen in
Figure 1.1b). These design decisions are necessary to maintain signal-processing
requirements within feasible limits. The receiver antenna will point at an angle, ¢, of

approximately 2° to collect the forward-scattered element.

1.2 Motivation:

There is a dual motivation for this research: to show the feasibility of a SAR system on a
micro-satellite constellation providing high-resolution, radar imagery and to apply the
system to study the polar regions, monitoring and classifying sea ice for scientific and

commercial benefits.



High-resolution imagery of the Earth’s surface is a useful tool in scientific, monitoring,
and commercial applications. However, with the current state of system design, SAR
platforms require large amounts of time and money, and high level of technical expertise.
Such projects can only be undertaken by nationally or internationally supported
programs. This limits the diversity of SAR imagery, as well as the actual number of SAR
platforms put into operation. Due to the few operational platforms that exist, the imaged

area and amount of data that can be collected is severely limited.

Yet, while the availability of these data is limited, its uses can be considered almost
endless. Radar can be used in a variety of scientific uses: ocean or land monitoring,
disaster monitoring, and climate studies, as well as commercial mapping. In order to
fully exploit the benefits of high-resolution SAR imagery, the platforms for space-based

systems need to become available for wider use.

This study was designed to place a SAR system on a constellation of micro-satellites with
a modular design for fast, reproducible and replaceable system and to show the feasibility
of this system. The micro-satellite size and modular design makes the system highly
cost-effective. Being small in size also allows for reduction of launch costs and the

increase in launch opportunities as they can be launched as secondary payloads.

The motivation for choosing the polar regions as the area of interest for the design was
based on the commercial and scientific benefits. Commercially, mapping of the polar
regions during both the summer and winter would provide shipping companies with polar
routes, thus reducing the shipping costs and time. Scientifically, the polar regions are
areas of great interest in studying the effects of polar ice sheets’ growth, motion and
development on climate changes of the Earth. Also, this area is often covered by clouds,
making optical imagery ineffective. The polar regions, therefore, seem to be a perfect

example for which a low-cost SAR system could be valuable.

1-4




1.3 Background and Context:

1.3.1 History of Synthetic Aperture Radar:

Radar, RAdio Detection And Ranging, has beginnings in many countries, but the first
radar was invented in 1904 by Christian Hulsmeyer for detecting ships at a distance of 1
mile [SKOL-80]. Being developed for military applications, each new development was
tightly guarded. It was the outbreak of WWII that supplied the impetus for significant
developments in radar. Initially a location device, other applications were soon found,
both civilian and military, eventually leading to the development of radar imaging from
aircraft. As continuous wave radars gave way to advanced pulsed forms, radar imaging
became more widespread, allowing for accurate images to be gathered during night and
day and all-weather operations [SKOL-80]. Today, radar imaging is used for
applications ranging from ballistic missile early warning, monitoring the use of civilian

airspace, air and marine navigation, and remote sensing [SKOL-80].

SAR was first detailed in 1950 by Carl Wiley of the Goodyear Aircraft Corporation,
when he discovered that the Doppler spread of the echo signal could be used to
synthesize a longer aperture [CURR-91]. To improve the resolution in the azimuth
direction requires a narrower beam width, and therefore a larger aperture. This
improvement is limited by the physical factors of the aperture and radar platform. Wiley
noticed that the length of an aperture could be synthesized by using the motion of the
radar platform to make multiple radar measurements. These would then be coherently
added using signal processing and the corresponding Doppler shift, creating a single
image with the same resolution as one with an aperture the length of the traveled
distance. The power of SAR, therefore, comes from the signal processing of the received

echo signal rather than the components themselves.
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1.3.2 Context of Project:

1.3.2.1 Current SAR Systems:

As the demand for space borne radar images has increased, the number and variety of
systems designed and implemented has grown to match. For the purposes of this thesis,

the discussion will be limited to those systems used for imaging and mapping only.

To begin the discussion, the similarities of all SAR systems will first be discussed to limit
their repetition. For all the independent, Earth-orbiting satellites currently investigated
the orbit description is a low Earth, near-circular orbit, with an altitude of around 700 km,
with a sun-synchronous inclination of approximately 98°[FRAN-99]. This orbit has a
period of around 98 minutes, requiring both a high data rate for downlink systems and
multiple ground station sites. This orbit places the solar array panels in maximum

exposure to fulfill the need for high transmit power [FRAN-99].

The first satellite designed for remote sensing of the Earth using SAR is Seasat. It was
designed to monitor oceanographic phenomena and determine the requirements for an
operational SAR satellite. The payload consisted of a SAR system for imaging, a radar
altimeter to measure wave height, a satellite scatterometer to measure wind speed, and a
microwave radiometer to measure surface temperature. The SAR system operated at L-
band with a pulse repetition frequency of 1500 Hz and a pulse length of 33.4 us. The
swath width was 100 km with a theoretical resolution of 25 by 25 m. The peak power
required was 1.0 kW. The Seasat mission ended after only 42 hours of operation due to a

power system failure [JPL-0O1].

Following Seasat came the missions of the Shuttle Imaging Radar, SIR-A, SIR-B, and
SIR-C X-SAR. None of the missions were freestanding satellites, as the SAR imaging
was conducted from the cargo bay of the space shuttle. These systems were used for
understanding geological radar signals with SIR-A, the effect of multi-incidence angle

imagery for SIR-B and vegetation monitoring, soil moisture measurement, oceanography
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applications and volcanism for SIR-C X-SAR. These systems worked at L-band
frequency, 23.8 cm wavelengths, with SIR-C X-SAR having a C-band frequency, 5.8 cm
wavelengths, and the X-band frequency, 3.0 cm wavelength, capability as well. The
power consumption ranged from a peak power of 1.0 kW for SIR-A, 1.12 kW for SIR-B
and 3-9 kW, depending on the radar pulse characteristics and the application, for SIR-C.
The swath width of this system varied from 15-90 km and could achieve a resolution of
40 by 40 m for SIR-A and 30m or better in both the range and azimuth directions for
SIR-B and SIR-C [JPL-01]. The characteristics of these SAR systems cannot be directly
applied to this study since they are not freestanding systems, but a shuttle payload only.

This allowed for a relaxation of certain constraints [FRAN-99].

RADARSAT-1 and 2 are a Canadian-led SAR project, in conjunction with the United
States, which uses C-band radar, 5.3 GHz, to monitor the Earth’s resources and
environmental changes, and to support the commercial industries of fishing, shipping,
agriculture and oil exploration. RADARSAT-1 was launched in 1995, to be followed by
RADARSAT-2, in 2003, to continue the mission. These satellites use a state-of-the-art
electronically steered, multi-polarizable, phased array antenna to gain high-resolution
images using separate polarization schemes. RADARSAT-1 weighed 2750 kg at launch
with the capability of producing 2.5 kW of power. The radar system payload had a
frequency of 5.3 GHz, an RF bandwidth of 30.0 MHz and utilized an average power of
300W and a peak power of 5 kW. With an antenna 15m x 1.5m, the system was able to
achieve a standard resolution of approximately 30 m within a swath width of 100 km, at

incident angle of 10-60 degrees [RADA-01].

ERS-1 and 2 are projects by the European Space Agency, ESA, starting with ERS-1 in
1991 and continuing the mission with ERS-2 in 1995, and is considered the premiere
SAR satellite developed in Europe. The overall mission of both satellites is the imaging
and measuring of the polar icecaps, oceans and coastal areas. These two satellites are
similar is construction save for the additional stratospheric and tropospheric ozone
measuring device—GOME and advanced on-board data handling, which is present on

ERS-2 only. The total mass was 2157 kg on launch and covered a 12-metre distance at
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the widest point when fully deployed. The payload includes the Active Microwave
Instrument (AMI) and a radar altimeter and wind scatterometer. AMI is the biggest on-
board system yet produced, which operates in multiple modes, one of which is SAR.
AMI produces, from an antenna 10m by 1m, a swath-width of 100 km at an angle of 20-
60 degrees from nadir and a resolution of 25 metres in the range direction and 12.5 in the
azimuth direction. Operating in the C-band, at 5.3 GHz, the AMI uses a peak power of
4.8 kW, approximately 550 W average power, to produce an image and directly down
linked to Earth at 4.5 million pixels per second. At these specifications, the sampling rate
of the system is almost 20 Mbits/s with a downlink of 105 Mbit/s and has an on-board
storage capacity of 6.5 Gbits [ERS-01].

JERS-1, launched in 1992 by the Japanese Space Agency NASDA (National Space
Development Agency), and operating until 1998, performed nearly as well as ERS-1.
However, JERS-1 is an Earth observation satellite dedicated to imaging landmasses for
geological study, environmental protection, agricultural industry and disaster prevention.
The SAR system operates with a 12 x 2.5 m antenna at a frequency of 1.275 GHz.
Unlike similar missions, JERS-1 operates at an altitude of only 570 km. The SAR system
creates a swath of 75 km at an angle of 35 degrees from nadir and has a resolution of 30

m across-track and 18 m along-track [NASD-01].

ALOS, Advances Land Observing Satellite, is also a NASDA project, scheduled for
launch in 2002. Its mission is similar to that of JERS-1, but concentrating it’s resources
on the Asian Pacific region. This satellite will weigh approximately 3850 kg at the time
of launch. Again working in the L-band region, this satellite will take advantage of a
phased-array antenna to provide a higher performance than previous satellites. With a
swath width of approximately 75 km, and an incident angle of between 18 and 48
degrees, the system should provide a resolution of 10m in the across and along track
directions. Like other SAR systems, the ability to produce these high quality images
comes with a price in power consumption—nearly 7 kW for complete operation of the

satellite [NASD-01].
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The most recent undertaking in mono-static SAR systems is EnviSat. This satellite will
be 26x10x5m when fully deployed in orbit, with a total mass of 8211 kg. The total
payload consists of ten different systems to carry out monitoring of the Earth’s
environment. The radar instrument of most interest is the Advanced Synthetic Aperture
Radar system (ASAR) [ENVI-01].

ASAR is a high-resolution, wide-swath instrument calibrated for land, sea ice and ocean
monitoring—with special emphasis on ocean characterization, disaster monitoring and
deforestation monitoring. It has the ability to operate in an image, wide swath, cross
polarization, wave and global monitoring mode. This instrument replaces the passive
array antenna with an active one—10m x 1.3m—which provides a more than 400 km
swath width when using the ScanSAR techniques. In simple imaging mode, the satellite
offers a resolution of 30m by 30m—the resolution decreases for other modes. This
system will operate at a frequency of 5.3 GHz and a PRF of 2100 Hz. ASAR weighs
over 830 kg and had a power consumption of 713 W to 1365 W depending on the mode.
The data rate for ASAR is over 100 Mbps for the image, wide swath mode and cross
polarization modes and 0.9Mbps for the wave and global monitoring [ENVI-01].

1.3.2.2 SAR Cluster Research:

Using these existing SAR missions as a baseline, the performance parameters for a SAR
satellite constellation can be determined. To be competitive with the current technology,
the system must offer the same image quality, in terms of resolution, while still being

feasible from the small satellite platform and at a much lower cost.
There are two systems currently under investigation by CNES, Centre Nationale pour des

Etudes Spatiales, and the US Air Force. Each project involves the implementation of

SAR-type imaging from small satellite platforms.
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1.3.2.2.1 Interferometric Cartwheel:

The interferometric cartwheel is a project proposed by CNES. The basic concept of this
study is to use passive receivers to trail an already existing SAR satellite and take
simultaneous images to be used later to improve the final resolution and provide
interferometric data [MASS-99]. This uses cost-effective satellites to fully exploit the
possibilities of coherent combination, such as Digital Elevation Models (DEM), and

super-synthesis of range and azimuth using a diversity of viewpoints [MASS-99].

In this constellation, all satellites are limited to 100 kg but maintain the capability of
three-axis attitude control and adequate station keeping. Since these receivers are
passive, the mission requirement is to maintain the spacecraft pointing to the area
illuminated by the emitter. This requirement is not severe, as it need only be accurate to
a fraction of the width of the antenna pattern due to the passive nature of the system
[MASS-99]. The receiving satellite will then store the data for use in later signal
processing. Since the satellites will work in conjunction with each other, there exists the
possibility to split the requirements for data storage and global antenna surface. As
currently designed, each micro-satellite has a deployable umbrella antenna,
approximately 4m” in area, 20 Gbits of data memory storage and a 50Mbit/s downlink
channel. The envisioned mission is to achieve global coverage over the lifetime of the

satellites [MASS-00].

The orbit design for this system consists of three micro-satellites, equally spaced, orbiting
ahead of the emitter on the same trajectory, and pointed to allow for the collection of the
scatter from the emitter [Mass-2000]. An advantage of this configuration is the
geometric stability provided to the baselines, both horizontal and vertical. It is the
maintenance of these distances, which allows for the independence of the images, making

coherent combination possible.

Similar to the project proposed here, the interferometric cartwheel faces the challenges of

maintaining the precise distance, within a 10% error for each baseline maximum value,
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minimizing the spillover from the emitter and calibrating the oscillators and clocks of the

receiver to the emitter.

1.3.2.2.2 TechSat2l:

TechSat21 is the proposed mission of Air Force Research Labs (AFRL), in conjunction
with Massachusetts Institute of Technology, Stanford, and Texas A&M University. This
project is not the passive mission of CNES, but rather active, placing complete SAR
systems onto each small satellite and then placing these satellites in a tightly controlled
formation. These satellites will be used for surveillance, ground mapping, navigation

and communication [JPL-01].

The TechSat21 mission will work using the principles of traditional SAR in a distributed
network of micro-satellites operating collectively to function as a single satellite. Each
of the small satellites will communicate with the others to share the processing,
communications and payload functions. The cluster concept allows for life cycle cost
reductions by mass-producing the satellites which are upgradeable, as technology
increases, new satellites can be integrated into the existing system, and replaceable, as a

satellite reaches the end of it’s lifetime, it is easily replaced by another.

The radar payload on-board the TechSat21 satellites will be known as Ground Moving
Target Indication. Within the formation, each satellite will coherently detect the response
of its own transmitted pulse and the bi-static responses of the other satellites. This allows
for independent samples with different angles-off-arrival. The spatial differences
between the satellites and the corresponding difference in propagation paths lead to errors

affecting cluster performance.

In order to achieve this sparse array, it will be necessary for the cluster to maintain a
fixed and accurate geometry, changing only by small perturbations. This need for rigid
control of the satellite’s position will be one of the greatest challenges of the mission. A

combination of possible sensors—laser and radar ranging, RF communications link




ranging, differential GPS and star trackers—allow for relative position to be known

within a 30 mm error. Therefore, a suitable orbit control system will also have to be

developed. This is not a low-cost system.

1.4 Objectives and Scope:

The primary objective of this research is to provide a system study to define a bi-static

SAR system compatible with a low-cost micro-satellite platform, making this technology

more readily available for varied scientific and commercial purposes. This objective will

be achieved through a basic design phase, and a feasibility study of the system with

modifications of the design based upon the outcome of a feasibility review.

The research approach can be divided into three main parts:

1)

2)

The initial approach to the research was a detailed review and analysis of current
SAR systems and technologies. This included the basic theories of radar, imaging
radar, synthetic aperture radar and multi-static radar to gain an understanding of
the guiding principles and design factors, which would be important in the design
of a micro-satellite SAR system. Also, a study was conducted of the current SAR
systems in use or in design to ensure the system quality met industrial standards.
This initial research included a study into the design of a micro-satellite to

determine the constraints that would be placed upon the system.

Following the theoretical research, a bi-static SAR system was designed within
the constraints of the SSTL enhanced micro-satellite design. This includes a
theoretical study into the requirements of the components of the SAR system,
transmitter, receiver, data storage and downlink, antenna and ground signal
processing segment. The design also includes a base level analysis of the
synchronization required between the transmitter and the receiver, as the system is

to be distributed on two satellites.
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3) The final step of the research was to design and study the mission level
requirements of the system: orbit and constellation design, AV requirements for
orbital manoeuvres and station keeping, relative motion and position analysis, and

a constellation control study to maintain the imaging geometry.

This study offers a researched solution to the requirements and constraints of a bi-static
SAR system placed on a micro-satellite. The research is limited to a theoretical study and
simulation-based review. There was no construction or testing of hardware conducted

during the project.

1.5 Thesis Structure:

This report is structured into five chapters discussing the basics of radar, radar imaging,

synthetic aperture radar and the specific application of these principles to the project.

Chapter 1 is designed as an overall introduction to the project, providing a brief history of
the area of study and an explanation into the motivation of the research, the scope and
objectives of the project, and the setting of the project in the context of current state-of-

the-art.

Chapter 2 is designed to provide the theoretical foundation for the project. It explains the
basic theory of radar systems, beginning with the structure of the radio wave, the
performance of a radar system, and an investigation into the individual components to the
radar equation. From this, the theory of imaging radar is built, explaining the theory of
scattering of electromagnetic waves and how the image is formed. Next, as the project
specifically deals with the distribution of the radar system onto two platforms, the
concept of bi-static radar is explored and the basic equations and theories of the previous
discussion on radar are expanded to encompass this variation. Finally, the theory is

expanded to provide an explanation of SAR. A concentration will be placed on the




geometric characteristics of SAR, the properties of the signal, which can be exploited in

the synthesis, and the processing methods used for SAR data.

Having supplied a sound theoretical background for the project, Chapter 3 describes the
design and characteristics of the proposed SAR system. The chapter looks at the basic
scattering properties of the chosen imaging region to gain an understanding of the
environment. Next, an investigation into the basic design of the radar transmitter and
receiver subsystems, to include a requirements study and simplified block diagram, is
provided. There is no detailed hardware design of any of the SAR components. The
description and design for the radar antennas are then provided to explain the deployment
sequence, allowing for a compact volume prior to deployment, the geometry of the
antenna and the radiative characteristics. The system synchronization process, imperative
due to the distributed nature of the system, is discussed. Finally, an analysis of the

ground segment of the system, for the reception and processing of the data is discussed.

Chapter 4 investigates the mission design aspects of the project. The spacecraft design
characteristics are detailed as they apply to the SAR system and a discussion on the
choice of platforms is provided. Finally, the orbit design and constellation control is

examined.

Chapter 5 will provide the conclusion of the research into SAR technology placed on a
micro-satellite and discusses further work, which will be necessary to implement such a

system.




Chapter 2 Background and Theory:
2.1 Radar:

2.1.1 Radio Basics:

To understand radar, it is first necessary to consider the nature of electromagnetic waves
and wave propagation. Radio frequency (RF) propagation is defined as the travel of
electromagnetic waves through a medium. Consisting of frequencies between 100 kHz
and 40 GHz, radio waves travel in a direct line of sight as wave fronts—contours of equal
phase in step with each other [ELACa-87]. To first gain a general understanding of radio
wave propagation, it is usual to consider a point source, assumed to radiate perfectly in
all directions in the form of a sphere. At a sufficient distance from the radiating source, it
can be assumed that the wave front is planar—the phase is constant within a small error,
defined by the system parameters [ELACa-87]. The sufficient distance is defined by the
far field equation:
2
Ry =2
where d is the diameter of the transmitting antenna, A4 is the wavelength and Ry is the

minimum far field distance[ELACa-87].

[2.1]

A radio signal is often represented by the time-varying, sinusoidal equation:
ty=Asin(o(t-7
v(t) ‘ (o(t-1)) 2.2]
v(t) = Asin(ax + @)
where A is the amplitude, @ is the angular frequency, 7 is the time delay between the

source and the receiver and ¢ is the phase. This would be the nature of the signal seen
by the observer, with a variance in ¢ depending upon the distance from the site to the

observer. If the distance between the source and the observer is changing, at a given rate,
the Doppler effect—negative shift for increasing distance and positive shift for a

decreasing distance, shifts the frequency of the received signal. This Doppler frequency
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shift, can be found by the equation:
Ja=— (2.3]

where v, is the relative velocity between the transmitter and the receiver, and A is the

wavelength [SKOLa-62]. This aspect of the propagation of radio waves is essential in

the formation of radar to determine the range rate of the target.

2.1.2 The Radar Equation:

2.1.2.1 The Equation:

These basic principles of radio wave propagation led to the development of the radar
equation—a description of the range performance of a system as the fundamental
relationship between the radar system parameters, the received signal and the target. The
equation relates the power transmitted in the system to the power received at the receiver,
including the interactions with the target, as the simple propagation of the radio wave
from the transmitter to the receiver is now affected by the reflection of the incident

energy off an object.

The first portion of the equation is based on the idea of the power density of a signal
radiated from an omni-directional source. = From the propagation theory of
electromagnetic waves, it is known that the peak power density, Pp, of the signal at a
distance, R, from the radiating site is:

Pt
47R?

[2.4]

D

where P is the peak transmitted power. The power density equation is the transmitted

power multiplied by the spreading loss [SKOLb-62].

In the situation where the antenna is no longer omni-directional, but channels the power

in a certain direction, the gain of the transmitting antenna, G, is added to the equation:




PrGt

= 1L 2.5

P 4zR? 23]
where the antenna gain is given by the equation:
47mA

G = lf7 [2.6]

and Ais the area of the antenna, 7 is the antenna efficiency and A is the wavelength

[SKOLb-62].

The target intercepts a portion of this power and re-radiates a fraction of the signal back
in the direction of the radar, based on the target’s equivalent area that reflects back in the
direction of the radar and its electromagnetic characteristics. The radar cross section can

be understood through the equation:

c=AG . (1-£) [2.7]

§rs

where (1- f.) is the fraction of power not absorbed, A, is the area of the scattering

element and G is the gain of the scatterer in the direction of the receiver [SKOLb-62].

Therefore, the power re-radiated from the scatterer is:
e = Z'TGR'%-— [2.8]
As with the signal from the transmitter to the target, the re-radiated signal, returning to
the receiver, is affected by the free space loss. The antenna at the receiver only captures
a portion of this echo power—the power per unit area at the receiver is the power re-
radiated from the scatterer multiplied by the gain of the receiver and divided by the
surface of the spreading sphere of energy [SKOLb-62]. If this is multiplied by the

effective receiving area of the receiver antenna, the power received is:

_ PG,0A,

_4r7A,
’ A? (2.9]
_PG,G, Ao

WP =
’ 4z Y R*

However G
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where G; is the gain of the receiving antenna and A, is the area of the receiving aperture.

This is an idealized form of the equation, in which there is only one scattering element in
the sight of the radar. This is not the case for remote sensing applications were the target
is usually an extended area rather than a point target. In this case, the radar cross section
is statistically averaged over a predetermined portion of the total area. This concept will

be explained later when discussing range bins in imaging applications.

One of the benefits of the range equation is the ability to determine the maximum range,
Rumax, Of the radar. This is done by replacing the received signal with the minimum
signal, Snin, detectable by the receiver and solving for the range [SKOLb-62]. This

leaves the solution for the maximum range as:
1
2 4
R = fﬁ%ﬂ [2.10]
4r)' S
Substituting the value for the minimum detectable signal with its related minimum signal-

to-noise ratio, S/N, the receiver sensitivity, for the receiver gives the final equation as:

1
R = FGGXo ’ [2.11]
™\ (4r)*(S/N),, F.kT,B

where F; is the noise figure for the receiver and k7 B is the thermal noise of the receiver.

The noise figure is defined as the ratio of the input signal-to-noise ratio, S/N, to the
output S/N [SKOLb-62].

From this equation, the longer the range between the transmitter and the target, the higher
the transmitted power, the antenna gain and the larger the area of the gathering aperture
must be. However, in this basic equation, there are no system losses, other than path loss,
and the statistical natures of many of the parameters are not included, to simplify the
understanding. Due to the simplistic nature of the equation, certain parameters need to be

more fully explained in order to understand the complexity of radar.
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2.1.2.2 Transmitted Power:

The transmitted power considered in the general radar equation is the output power of the
transmitter for a sine wave transmission. This is generally proportional to the maximum
amplitude of a continuous wave (CW) signal [SKOLb-62]. However, in most modern
uses of the radar, the transmitted signal is a pulsed transmission. Therefore, the peak
transmitted power in the equation is often substituted by the average power for a pulse,

given by:
P, =—=Pfr [2.12]

where f,is the pulse repetition frequency (PRF) and 7 is the pulse width [HOVA-80].
The PRF of an imaging radar system is chosen so that the maximum range will be
preserved and yet not allowing multiple echoes to confuse the image. This value for the
average power is substituted directly into the radar equation as the transmitted power in

applications where the pulse waveform is used instead of the continuous wave.

2.1.2.3 Minimum Detectable Signal:

The minimum detectable signal is the weakest signal that the receiver can detect given a
predetermined probability of detection and the noise energy, which occupies the same
bandwidth. Thus, the detection of a signal by the receiver is probabilistic in nature and
will allow for changes in the power requirements based upon the requirements of
detection. The threshold voltage, a predetermined voltage which, when achieved,
assumes the presence of a target, is determined by the probabilities of detection and false
alarm [SKOLb-62]. Combined with the signal is the receiver noise, consisting of thermal
noise power and filter noise. The sum of these powers must produce a voltage greater

than the threshold voltage for the signal to be detected.

When random noise is strong enough to cross the threshold value, a false target will be
registered. It is therefore necessary to have a threshold value high enough to significantly

limit the false-alarm probability. However, if the threshold value is set too high, then the
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probability that weak signals will be detected becomes too low. A balance must be

reached between the probability of detection and of false alarm.

In the specific case of the detection of a radar signal, the noise entering the system can be
considered Gaussian with a density function of:

p)dy = #Wﬁ’ [2.13]

where p(v)dv is the probability of finding the noise voltage between an envelope v and

v+dv and ¥ is the variance of the voltage of the received values. As this noise function

is passed through the receiver, the probability density function transforms from a
Gaussian form to a Rayleigh function, whose probability of detection above the threshold
value as:

2 w2

PV, <v<e)= LeMedy=e™ =P, [2.14]
Y,

where P, is the probability of a false alarm [SKOLb-62].

The choice of an acceptable false alarm probability is based upon the system
requirements for the application and from this the threshold voltage can be determined.
This voltage value cannot, however, be chosen arbitrarily to limit the false alarm
probability, since it also limits the probability of detection of the signal, given by a
similar Rayleigh probability-density function. Setting the threshold value to limit the
probability of a false alarm will also lead to a limited sensitivity, with the consequent
detection of very few of the returning echoes. Therefore, there is a compromise to be
made so that the probability of detection is high enough to ensure complete data, yet the
system can handle the related false alarms. This compromise is highly dependent upon
the nature of the radar system and in most systems, it is the probability of detection which

is the driving factor for determining the threshold voltage.
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2.1.2.4 Radar Cross Section (RCS):

The radar cross section (RCS) affects the power of the re-radiated signal. The smaller the
RCS of the target, the weaker the back-scattered signal, thus resulting in a lower received
signal. The RCS is the measure of the target’s ability to reflect the radar signal back in
the direction of the receiver, i.e. the measure of the ratio of backscatter power per unit of
solid angle in the direction of the receiver to the power density that illuminates the target
[SKOLb-62]. The RCS may also be represented by the target’s complex amplitude
pattern, containing both a real and imaginary component as a function of the angular
frequency and position. In most applications, however, it is assumed to be constant, so is
represented simply by . This is a valid assumption for a single pulse, even if the
system is moving, as the RCS of the target does not change significantly over the pulse
width. The RCS is, therefore, the product of the cross section area, the reflectivity and
the directivity of the object. The value of many simple shapes, such as a sphere or a flat
plane, can be easily determined experimentally or using Maxwell’s equations. However,
in operational situations, the target is rarely a simple shape with a single RCS. Rather it

displays a combination of multiple RCSs.

The RCS is often replaced by the backscatter coefficient for remote sensing applications
since the targets are often extended land features or terrain rather than point targets. This
coefficient is defined as a relationship involving the dielectric constant of the surface, the
roughness of the surface and the incidence angle of the signal [SKOLb-62]. It is a
dimensionless coefficient, which is not directly dependent on the shape of the reflecting
surface. It may be thought of as the RCS divided by the projected area of the target, i.e.

facing the signal:

o’ =—L [2.15]

The o,and A, terms are considered to be constants over the pulse width.
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This becomes more apparent in remote sensing applications in which the RCS of an area
defined by the resolution of the system is actually the combination of multiple RCS of
individual objects in each differential area. In this case, there are a large, but finite
number of individual radiating elements in each small area of the target. In each of these
areas, the average backscattering coefficient for a given target is simply a statistical

average of all the individual coefficients within the area divided by their individual

o’ = <AG'> [2.16]
AA

This represents the backscattering coefficient value that is used by the signal processor.

ground areas:

2.1.2.5 System Losses:

The RCS is not the only limiting factor for the received power. The losses in the
transmitter, along the path of propagation, and at the receiver will also reduce the
performance of the system. The values of system losses can be added into the
denominator of the radar equation as a total system loss value, whose noise figure will

always be greater than or equal to one, thereby showing that the loss will create noise.

The system introduces losses through the wave-guide, antenna characteristics, and
receiver noise quality [SKOLb-62]. The wave-guide losses are caused directly from the
wiring, transmission lines, receiver lines and connectors. These losses are typically
small, unless the components are of poor quality or the frequency is extremely low. The
loss due to the antenna characteristics is called the beam-shape loss, where non-optimal
beam forming causes a reduction in the transmitted power in the desired direction.
Limiting losses are caused by the limitation of the signal at the receiver due to the
probability of detection as was described with the minimum detectable signal. Careful

engineering and design control this loss.

The losses due to propagation effects are attenuation, multipath and refraction.

Attenuation, the loss from absorption, is caused by the atmosphere, mainly in the




troposphere and ionosphere regions. The presence of moisture in the air, clouds, fog,
rain, etc, causes some energy to be absorbed or reflected. This loss is highly dependent
on the frequency of the signal. Multipath loss is caused by the reflection of a signal off
multiple objects. The signal is therefore not received. The bending of the propagating
waves by the atmosphere causes refraction loss. The changing of the refractive index of
the propagating medium causes this error, causing the path traveled to change by slight

values, making it non-linear.

2.1.2.6 Measurements:

Having now discussed the basic nature of the radar signal and the system performance, it
may be determined what information is gained from the returned signal. As it’s name
suggests, the first radar systems were used as detection and ranging devices. In WWII,
the Royal Air Force employed radar to detect the incoming enemy aircraft [FRAN-99]. It
is still used today to control the airspace environment. The detection, however, is done

by simply receiving an echoed signal strong enough.

The range information that comes from the radar equation is based upon the time of
propagation from the transmitter to the target and back to the receiver. As can be seen
from the basic nature of radar, the measurements of range and Doppler shift can be
determined directly from the received echo signal. The time it takes for the signal to
travel from the radar to the target and back to the radar, T, leads to the range

determination equation:
R=— [2.17]

which states that the range to the target is half the time it takes for the signal to return to
the transmitter multiplied by the speed at which the signal propagates through the
medium, assumed here to be the speed of light through free space—c = 3x10° m/s. This
equation does not take into account any propagation effects, such as the change in

refractive index, which slightly degrades the accuracy of the reading.
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The accuracy of the measurement of the propagation time, T, is critical to achieving an
accurate measurement of range, making an accurate clock a vital component of the radar
system. Even small clock biases, considered to be in the microsecond range, can cause

large distance errors, on the order of hundreds of metres.

Even considering these errors, the calculated range between the radar and the receiver
does not give the position of the target. The equation establishes the distance between the
radar and target, which actually places the target on a sphere surrounding the radar
(assuming a omni-directional antenna—it would be a portion of a sphere for a directional
antenna). Assuming the targets lie on a plane, this can be reduced to a circle. Therefore,
for a radar range measurement, there exist isorange contours; concentric circles, creating
ambiguity in the use of only time measurements for the determination of range. See

Figure 2.1.

Isorange Contours for a Monostatic Radar

10 T T T I e T T T

Azimuth (arbitrary units)

Range (arbitrary units)

Figuré 2.1 Isorange Contours
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As explained above, the propagation time of the signal determines the range. However,
the pulse is not infinitesimally small and this characteristics leads to a width of response.
As the signal interacts with the target at a range R, there is not a single response, but a
pulse response, equaling the width of the transmitted pulse. Therefore, the resolvable
distance from the source to the target can only be found within the error of the length of
the pulse. In addition, since there may be multiple targets within a distance defined by
the error of the length of the pulse, their returns will be combined and cannot be

individually resolved. This is known as the range resolution of the radar system.

The measurement of the Doppler frequency shift is slightly more complicated, but is
necessary to resolve targets at equidistant ranges. The Doppler frequency shift depends
upon the relative motion of the transmitter, the receiver, and the target. This correlates
directly to the velocity of the radar, given that the target is stationary. The governing

equation for this relationship is:

fo=—F [2.18]

Therefore, by subtracting the transmitted frequency from the received frequency, to gain
the Doppler frequency shift, it is possible to determine the relative velocity of the radar to
the target, v.. Consequently, if the velocity of the radar is known, it is possible to
determine the azimuth contour of the target based on the Doppler frequency. These

contours are represented in Figure 2.2.
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IsoDoppler Contours for Mono-static Radar
’J '
—
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Range (arbitrary units)

Azimuth (arbitrary units)
o

Figure 2.2 Iso-Doppler Contours

The two intersection points between the isorange and iso-Doppler contours are possible
target positions—one to the left of centre and one to the right. This inability to resolve
the information to a unique point is known as the left-right ambiguity. Left-right
ambiguity is the inability to resolve two points equally spaced from the antenna centre of
a downward looking radar as explained by Figure 2.1. A side-looking radar can solve
this.

2.2 Imaging Radar:

Applying the theory of radar, the concept and principles of radar imaging are found. The
governing principles are the same for real aperture radar and synthetic aperture radar (to

be discussed later) with differences only in the signal processing of the returns.
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2.2.1 Law of Reflection:

As a radar wave is incident on a surface, there is an amount of energy that is absorbed
into the second medium, or refracted, and a portion that is reflected. It is the reflected, or
more precisely the scattered energy, that is used in radar imaging. The law of reflection
states that when a wave strikes a plane, smooth surface, the incident and reflected rays,
and the normal to the reflected rays, are all coplanar and the angle of incidence is equal to
the angle of reflection [BECKa-87]. See Figure 2.3a for a pictorial representation of the
specular reflection. For a more general surface, the energy is also scattered, and some

energy is “backscattered” towards the source.

\1 i '

A

Figure 2.3a Reflected Energy Figure 2.3b Scattered Energy

(adapted from: www.csr.utexas.edu)

2.2.2 Microwave Scattering:

Detailed studies have been made into the basic principles of backscattered energy as used
in radar and the signal and target parameters effects. Whenever an electromagnetic wave
is incident to a surface, a portion of the energy is reflected back above the surface and the
remainder is absorbed. When rough surfaces are involved, it is difficult to determine the
normal to the surface since it changes rapidly with position. The reflection from a rough

surface will appear scattered due to the varying normals. This roughness of the surface
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causes the energy to scatter diffusely, where the total reflection is actually the sum of all
reflections over the differing degrees of the normals. There is a portion of energy, which
is perfectly reflected, but the majority is diffusely scattered energy and becomes the

backscatter used in radar. Figure 2.3b shows this relationship.

The proportion of directly reflected energy to backscatter is determined by the roughness
of the surface compared to the wavelength [BECKa-87]. A smooth surface will scatter
almost all the energy coherently, while a “rough” surface will have almost no coherent
scatter. The term “rough” is relative in that the surface must “appear” rough to the
incident wavelength. As shown in Figure 2.4, even though the first surface is not
perfectly smooth, it appears to be as the variations in the height of the surface is small
compared to the wavelength and the energy is reflected. However, as the surface
becomes rough enough to appear rough to the wavelength, the energy is reflected and
backscattered. This is due to the assumption that a surface may be considered a
collection of small particles. In order for a wave to strongly interact with these particles,
they must be approximately 10% of the wavelength or larger. Therefore, at smaller
wavelengths, surfaces will appear to be rougher than they are to longer wavelengths as

the radiation interacts with more of the particles.
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Figure 2.4 Relative Nature of Surface “Roughness”

(adapted from: www.csr.utexas.edu)
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However, the wavelength is not the only factor that determines the strength of the
backscatter. The incidence angle also contributes to the backscatter energy. The incident
angle is the angle from the local surface normal to the propagation vector of the incident
beam [BECKa-87]. Figure 2.5 shows the general relationships, i.e. not to scale, between

the incident angle and the backscatter coefficient.
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Figure 2.5 Backscattering Coefficient with Respect to Incidence Angle
(not to scale)

(adapted from: www.csr.utexas.edu)

2.2.3 Imaging Geometry:

This scattering theory becomes useful when applied to the geometry of an imaging radar
system. The imaging geometry is shown in Figure 2.8, where the antenna-illuminated
surface is called a footprint. The radar beam is typically angled to the surface, called
side-looking radar, as opposed to the nadir system to eliminate the left-right ambiguity of

two points. This can be seen in Figure 2.7.

The swath width of a radar is given by:

M,
S= —=—
[cos® 8, cos” 6,

[2.19]

where the £ is the beam width in elevation, 1 is the width of the antenna , 6; is the look

angle from beam centre and h is the height of the radar system. Figure 2.6 offers a

pictorial representation of this geometry.
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Figure 2.6 Imaging Geometry

(adapted from:www.southport.jpl.nasa.gov)

(2) ()

Figure 2.7 Left-Right Ambiguity Problem

(adapted from: www.csr.utexas.edu)

2-16




AZIMUTH =

Figure 2.8 Image Geometry

(adapted from: www.scandia.gov)

2.2.4 Signal Characteristics:

To explain the signal characteristics of the radar system, the focus must be on the four
basic characteristics of a pulsed waveform: carrier frequency, pulse width, modulation
and pulse repetition frequency [SKOL-70]. The carrier frequency is the centre frequency
of the sinusoidal wave within the pulse during transmission. The pulse width is the
duration of the pulse described in time. This is an important characteristic as it
determines the range resolution of the system. Intra-pulse modulation is any modulation
technique applied to the carrier signal within the pulse. Pulse repetition frequency is the
rate at which the radar transmits pulses. The advantage of pulsed transmission is the
reduction of noise at the receiver, which can be isolated from the transmitter while

remaining on the same platform by receiving only when the radar is not transmitting.
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2.2.5 Image Formation:

The principles of radar previously discussed, also form the theoretical basis for imaging
radar. Itis only necessary, therefore, to explain the process of forming an image from the
received echoes to complete the theory. Imaging radar works very much like a flash
camera, where the radar provides its own illumination source and records the reflection

[JPL-01].

The radar image itself is composed of many pixels, which represent the radar backscatter
from a corresponding target or targets. For simplification of this explanation, the target is
assumed as a flat portion of the Earth. Each pixel is then defined by the information

within the echo response from the corresponding small area on the surface.

The system transmits a pulse, which interacts with the target, or targets, and the echo is
received. This echo contains the information needed to reconstruct the image. The range
of the target from the radar system is found from the time delay of the returned echo.

This places the target on an isorange contour.

The relative velocity of the radar system to the target is then used to place the response
within a single pixel on the image plane. As defined is section 2.4.3, the system is side
looking, which allows for the iso-Doppler contour to intersect with only one isorange

contour at a unique point ,corresponding to a single pixel in the image.

Finally, the intensity of the backscatter is used to apply a brightness to the pixel. The
amplitude of the echo response is determined by the system and translated to a grey level,
usually based upon 256 levels. The higher the amplitude of the signal, the greater the
backscatter and the lighter the shade of grey.

This information is gathered for each pixel within the image and once complete, an image

of the target is produced. The detail of the image depends directly upon the pixel size, as

defined by the resolution of the system.
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2.2.6 Resolution:

Resolution is used to define the quality of the picture, or the detail that is gathered within
the image. For a radar system there is resolution in the range direction and the azimuth

direction. Figure 2.9 represents the resolution cell.

Range resolution is the minimum distance between two scatterers on the surface to be
separated in terms of differing delay times. Since the distance between two objects in
radar is determined by the time difference of the signal returns, the smallest discernable
time difference is given by the pulse width [SKOL-70]. Therefore, the range resolution
is:
cT
" 25in6

[2.20]

where 7 is the pulse width, ¢ is the speed of propagation and 0 is the look angle of the
radar measured from the vertical axis (see Figure 2.9). Therefore, this is the ground

resolution, rather than the slant range resolution.

In the azimuth direction, resolution is the closest distance between two points that may be
determined along a constant delay line. For real aperture radar, this is equal to the width
of the footprint, as the echoes from points along a line spanning the width are
undetermined in time [SKOL-70]. The azimuth resolution is given by:

hA

“=lcos9

[2.21]

where 1 is the length of the radar aperture in the azimuth direction, h is the height of the
radar, and A is the wavelength. From this equation, it can be seen that if the wavelength
is very small or the aperture size, /, of the system is large, then the azimuth resolution will
be very fine. There is, however, a limit to the size of aperture that can be used. This led
to the development of synthetic aperture radar, which uses a combination of multiple

looks to synthesize a large aperture, and therefore achieve a finer azimuth resolution.
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Figure 2.9 Resolution Cell

2.3 Bi-static Radar:

Given the principles of the mono-static radar system, the equations can be extended to a
bi-static system. Bi-static radar uses a separate site for the transmitter and the receiver.
This changes the geometry of the radar system from a line between the radar and the
target to a triangle. Figure 2.10 shows the geometric relationship of a bi-static radar

system.

Transmitter Receiver

Target

Figure 2.10 Bi-static Radar Geometry

(Adapted from:www.csr.utexas.edu)
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The local coordinate system at both the transmitter and the receiver must be based on the
same principal direction. In the case of space-based radar, the main axis is nadir
pointing, assuming a flat Earth. In operational systems where this is not true, the

principal axis are set parallel and angle errors are corrected during signal processing.

The changes made to mono-static radar for bi-static systems are based solely upon the
differing geometry [WILLa-91]. All other parameters can be considered identical. The
radar range equation for bi-static radar is similar to that of mono-static, only, where the
range was a single value for mono-static systems, it becomes the addition of the range
from the transmitter to the target, R, and the target to the receiver, R,. The following

equation is known as the bi-static radar equation:

B.G,GFF: X0,
(47’ KTy, (%v) |

where the F is the factor of propagation. There are separate factors in a bi-static system

RrRp) o = [2.22]

due to a separate transmitting and receiving antennas and the propagation path being
different. The antenna pattern factor is the relative strength of the free-space field
radiated by the antenna as a function of the pointing angles of azimuth and elevation.
The propagation factors include multi-path, diffraction and refraction. The atmospheric
losses and antenna system losses can be combined in the loss factors, Lr and Lr, for the

receiver and transmitter, respectively and added to the equation.

—

P.G,G,F}F Ao,

RrRe) ax = (47)kT.B, (‘%v )mm LL

[2.23]

Like the mono-static system, bi-static radar also exhibits the isorange contours.
However, instead of concentric circles centred on the radar system, bi-static isorange

contours are confocal ellipses where the transmitter and receiver positions are the foci
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[WILLb-91]. If one considers the mono-static case to be a bi-static radar with co-located
foci, then the result is circular contours, as shown in Figure 2.1. Thus, it is simple to
picture the effect of the separation of the transmitting and receiving antennas on the

i soran ge con Isorange Contours for Bistatic Radar
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Figure 2.11 Bi-static Isorange Contours

2.3.1 Range Cells:

The concept of a range cell is derived from the unique relationship between confocal
ellipses of the isorange contours. Also known as range resolution cells, the separation of
isorange contours in a bi-static system is not constant as it is in mono-static radar, as the
distance between confocal ellipses varies from a minimum at the extended baseline, L, to
a maximum at the perpendicular bisector of the baseline (which has a value equivalent to
the mono-static range cell value). An accurate estimate for the range cells is given by the
equation:

AR, =— T __ [2.24]

2 cos(ﬁj
2

where [ is the bi-static angle, measured at the target, and AR,is the range cell size in

metres.
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This concept becomes important in the discussion on the signal processing of radar

information and the consequent pixel size that is derived from the resolution.

2.3.2 QOvals of Cassini:

Also useful in performance analysis of the bi-static radar is the determination of the
maximum range with respect to the S/N using the Ovals of Cassini [WILLb-91]. Ovals
of Cassini are described as the locus of the vertex of a triangle when the product of the
sides adjacent to the vertex is a constant and the length of the side opposite the vertex is
fixed. This concept applies to bi-static radar systems, as the fixed position of the
transmitter with respect to the receiver gives a fixed length, L, and the locus defines a

maximum range given a specific S/N.

From these ovals, the S/N is given by:

S4.)= S
N - L2 2
{r2+2~j —r*[?cos* @

k < BGGF Ff X,
(4ny KT,B,L, L,

[2.25]

and are given in polar coordinate format, where r is the distance to the target from the
origin of the system, L is the baseline and 0 is the angle between baseline, L, and r. The

origin of the system is the bisector of baseline.

2.3.3 Target Location:

Similar to the relationship of the parameters of a bi-static system to a mono-static system,
the method by which information is gained from the bi-static system can be derived from
the mono-static case. Following the basic range solution of using the time difference of
transmission and reception as a means to determine the two-way propagation distance,

the separation of the antennas creates another level of complexity. This complexity is the
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need to know, to a high degree of precision, the position of the transmitter and the
distance between the transmitter and the receiver. While relatively easy to achieve for
stationary platforms, it can be extremely difficult to obtain accurate values for moving

platforms, such as satellites.

The location of the target can be determined by its range from the receiving site, with the
position of the transmitting site being actively sent to the receiver by the transmitter and
the distance between the two sensors, L, measured by the receiver. The equation for the
range from the target to the receiver is given by:

(R, +R)*-I
R 2(R, + R, + Lsin8,)

[2.26]

where the range sum, R, + R;, is measured by the delay time of the signal and &, is the

angle between the local vertical and the receiver range vector, Rg, measured at the
receiver [WILLb-91]. The assumption of a flat Earth is still valid. This can be done
either directly or indirectly by the following equations:
R, +R,=cAT, +L
TR K [2.27]
R, + Ry = AT,

where L is the baseline between the transmitter and the receiver, ATy, is the delay time

between the reception of the transmitted signal and the received echo and AT is the total

time delay from the transmitter to the receiver.

The errors in the range determination are due to errors in the range sum measurement, the

baseline measurement or the angle of reception measurement and are given by:

2-24



2 2 2
_ [ —9Re Ry OBy
dRy _\/[5(& +RR)x6(RT +RR)) +(5(L)X5(L)] +(56R ><59R)
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[2.28]

where e is the eccentricity of the isorange contours [WILLb-91].

It may be seen that as the baseline of the system, L, approaches the range sum value, its
effect increases and vice versa. Therefore, with a small baseline, compared to the range,
the errors in baseline measurements can be neglected. However, when treated like a
thinned array, changes in L of the order of the magnitude of wavelengths cause phase
errors that degrade the array effectiveness. This will become a determining factor in the

performance of a bi-static satellite system.

2.3.4 Synchronization:

As stated above, within the bi-static system, the transmitter and receiver are no longer co-
located. Therefore, the two sites must be time and phase synchronized [BOVE-87].
Time stability must be accomplished within a fraction of the transmitter’s compressed
pulse width, usually a few nanoseconds. This can be accomplished directly by receiving
a signal from the transmitter and using it to synchronize the receiver clock. If the pulse
repetition interval is stable, then the time synchronization may be accomplished indirectly
by using stable clocks at both the transmitter and the receiver and matching them only
periodically or by slaving both the transmitter and receiver clocks to an outside clock.
Another means of indirect clock synchronization is to slave both clocks off a second

source such as GPS [WILLd-91].
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Phase synchronization may be accomplished by similar methods—directly, by phase
locking the receiver to the transmitted signal or indirectly, by using matched local
oscillators and synchronizing them periodically [WILLc-91]. The errors introduced by
the synchronization process of the system are inherent in the bi-static system and must be

limited to acceptable levels based on the needed performance of the system.

2.3.5 Doppler Relationships:

With the extraction of the time-based range information and range errors explained, the
next step is to determine the effect of the bi-static geometry on the Doppler frequency

shift. Within the context of bi-static radar, the Doppler shift frequency is:

o= ) R

where the time rates of change are the sums of all velocities adding to the perceived
motion of the sensors. For stationary targets with a moving transmitter and receiver, the

above equation can be simplified to:
V; Vi
Iop = T cos(6; —6,)+ < cos(d, —6z) [2.30]

where O represents the angle between the local vertical axes of the transmitter and

receiver and the velocity vector and O is the angle between the local vertical of the

transmitter and receiver and the target [WILLc-91].

If the target is moving as well as the transmitter and receiver, the total value of the shift
is:
frm = Y—T—cos(ér -6.)+ ﬁcos(é'R —6,)+ Ecos 6cos('Ly) [2.31]
A ) ) 2
where the values of the last term are associated with the target values.

With this determination of the Doppler shift, combined with the range value, the location

of a target may be determined. The velocities of the transmitter, receiver and target must
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all be taken in the same frame, usually an Earth-fixed frame, thereby neglecting the
rotation of the Earth. Figure 2.12 shows the relationship of the iso-Doppler contours to
the isorange contours in a bi-static system. It can be seen from the relationship that the

same left-right ambiguity exists in bi-static as mono-static systems.

Along-track (dimentionless)

31 3.2
Cross-Track (dimensionless)

Figure 2.12 Iso-Doppler and Isorange Contours for Bi-static Radar

2.3.6 Resolution:

The final system performance factor for a bi-static system is, like the mono-static system,
the quality of the image, i.e. resolution. As previously stated, the value for the range cells
is given by:

cT

ZCOS[EJ
2

where [ is the bi-static angle as shown in Figure 2.13, and is the propagation time. This

AR, = [2.32]

may also represent the range resolution of the bi-static system for all targets whose line
joining them together is collinear with the bi-static bisector. When this is not the case,

the range resolution becomes:
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AR, = —;; [2.33]
2 cos(z jcos v

where ¥ is the angle between the bi-static bisector of target 1 and the line joining target

1 to target 2 [WILLc-91]. See Figure 2.13.

////—7%”\

targetl
8 8

to Tx ToRx

Figure 2.13 Bi-static Resolution

Similar to range resolution, the Doppler, or azimuth, resolution of a bi-static system is the

minimum discernable distance between two targets is given by:

2L c:s[% )

where L is the effective aperture length, B is the bi-static angle and A6, is the

AR, = [2.34]

difference between the reception angle of the two targets.
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Figure 2.14 SAR Concept

2.4.1 Benefits of SAR:

The basic premise behind SAR as an active, coherent imaging system is to achieve
enhanced spatial resolution in the azimuth direction by exploiting the motion of the radar
platform to synthesize an aperture of large dimensions, as the actual aperture size is
limited. Therefore, the most obvious benefit to using SAR as a means of radar imaging is

the increase in azimuth resolution.

However, there is an added benefit to the use of SAR over simple linear arrays in that,
linear arrays are focused to a specific range. This is typically done at infinity so that
linear arrays are considered “unfocused.” In synthetic aperture, the focusing of each
range can be achieved by separately adjusting the phase of each of the received signals
before summation. Therefore, the complexity of a synthetic aperture system comes not
from the physical elements of the system, but rather the signal processing, reducing the

effect of system errors.

2.4.2 SAR Geometry:

To begin a discussion on SAR, the geometry of the system must be explained. Designed

to be a side-looking radar system, single snapshot geometry of a SAR system is given by

2-29



Figure 2.14 and 2.15. The ground swath in the cross-track direction and the angular
spread in the along-track direction determine the footprint of the radar. This differs from
the nadir pointing system in which the footprint is determined by the beam width. The
following equations are used to find the size of the individual radar footprint:

AR

S

" lcos@
w2,

8

[2.35]

where W, is the ground range swath width, W, is the ground azimuth swath width, 4 is
the wavelength, R is the slant range from the antenna to the midpoint of the swath, h is

the height of the antenna, 6 is the look angle of the system and [ is the physical length of
the antenna in the along-track direction [FRAN-99].

o~ Satellite Flight Path

Antenna’s
Footprint

. Ground Swath
]

Figure 2.15 SAR Geometry

The angular spread in the along-track direction is also known as the maximum effective

length.

This geometry only works when it is assumed that the Earth is flat. This cannot be done
for space borne SAR. Conversion between calculated values for the flat-Earth
assumption and space borne radar equations can be accomplished by the following

relations:
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R =Ry +h) 2L = (R, + h)—L-
sin@ siné
R?> =R+ (R, +h)* —2R (R, +h)cosy
R, =Ry [2.36]
y=0-«
sina = Re sin@
R.+h

where R, is the slant range found by the time delay, R, is the equivalent ground range, R.
is the Earth’s radius, h is the altitude of the satellite, vy is the Earth central angle, o is the
look angle and 0 is the relative Earth angle [CURLa-91]. The geometry can be found in

Figure 2.16. This will affect the range and azimuth swath widths leading to the
equations:
MR, +h)—L
sin @

W = £
& Icos8 [2.37]

W, =—/}(RE +h)

sing,

where the look angle 0 is slightly distorted from the angle when the Earth was assumed
flat.

2-31




Ro

Re

Figure 2.16 Geometry of a Curved Earth

2.4.3 SAR Modes:

Having explained the general geometry of SAR, it is necessary to explain the differences
in two main modes of operation—Spotlight and Stripmap. While the general geometry
remains the same, the differences in the illumination patterns requires slightly different

signal processing methods.

Spotlight SAR is named because the antenna beam is steered, either electrically or
mechanically, to remain pointed at only one area throughout the synthesized array time.
This creates a linear array of returns, which have a similar scene centre and simply “look”
at the scene from differing angles [STIMc-98]. This application offers a finer azimuth
resolution than strip map mode. Also, with the subsequent imaging of the same scene
from differing angles, it is possible to construct a more realistic three-dimensional scaled

model of the scene. Figure 2.17 represents a spotlight SAR system.

2-32




flight pa

Figure 2.17 Spotlight SAR

In the traditional stripmap mode of SAR, the antenna pointing is fixed, and the radar
actually images a long strip of ground rather than a single scene [STIMc-98]. The benefit
of this mode is the lower complexity of the system and the reduction of the beam-
pointing error distortion. In addition, this method is more useful for general remote
sensing or Earth mapping applications, where large areas need to be imaged. Figure 2.15

represents a strip map mode SAR system.

2.4.4 Signal Properties:

2.4.4.1 Transmitted Signal:

As SAR involves the exploitation of signal processing, an analysis of the signal must
accompany the geometry. The signals used in SAR systems are identical to the real
aperture radar. For this study, the signal will be considered as a chirp pulse of an active

radar system. This results in a signal:
pt)= a(t)cos(a)ot + —éz—a—zt2 +0, j [2.38]
T
where 7 is the pulse time, the pulse can be compressed at reception with delay lines. In

this equation, @, is the related angular frequency of the carrier, @ = 27f .

The common form of the transmitted waveform for a radar system is that of a “chirp”—a

linear frequency modulated transmission. The frequency within the transmitted pulse is
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increased at a constant rate throughout the length of the pulse. The principle of pulse
compression was introduced to solve the dilemma of the need for both a long pulse for a
higher energy and the desire for a short pulse for fine resolution. The pulse can be
compressed at its reception into a smaller pulse width, thus increasing the system’s
resolution while maintaining a high energy. This is done by passing the received echo
through a digital delay filter, which introduces a time lag, e.g delays higher frequencies
more than lower frequencies. At the output of this filter, the successive portions bunch
together, increasing the amplitude, but decreasing the pulse width [STIMa-98]. Closely
spaced targets, whose echoes are merged at the input of the filter, are fully resolvable at

the output due to the compression. See Figure 2.18.

Filter

Figure 2.18 Pulse Compression [STIMa-98]

Given that a continuous wave radar signal can be represented by the sinusoidal function:
v(t) = Asin(@, (- 7)) [2.39]

a frequency modulated pulse is:
v(t) = Acos(a, + 92-@;2) [2.40]
T

where @, is the frequency at the start of transmission, A® is the spread of the frequency, t

is the time from the start of transmission and 27 is the total pulse length.

The amount of compression is given by the equation:

T ,Aw
—_—T —

T 2r

o

[2.41]

where 7’is the compressed pulse width,7, is the actual pulse length, and Aw is the

frequency spread from the start to the end of the pulse [CURLa-1991].
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2.4.4.2 Average Power Requirements:

In the discussion of the radar equation, the power used was the power output from the
transmitter. This power is defined as the power level of the individual pulse from

beginning to end and determines the voltages, which must be applied to the transmitter.

As previously stated, the returned echoes from a SAR system are coherently added in the
signal processing. The average power of a transmitted pulse train is the averaged power
over the inter-pulse period. This is the power used to determine the initial power

supplied to the transmitter.

To determine the average power, the number of pulses that will be added is found by the
PRF and the synthetic array time, T:

_ LR

T =
1 IVsin@

[2.42]

where [ is the actual aperture length, f; is the PRF, 0 is the incident angle, and V is the
platform velocity [HOVA-80]. If this value is multiplied by the S/N per pulse:

S _ BGGA (lko, Y f.RA
4cos@ j IVsin@

= 243
N (4rn)*R*KTBL [2.43]

where L is the losses, T is the pulse width, and © is the incident angle. By expressing the
average power of the signal in terms of the peak power, pulse width and the inter-pulse
period, the average power required is found by the equation:

3 p3
P= (47)' R le; AR sin@ [2.44]
GG X, cosalo,\ A \ N

having replaced % with X, the range resolution, and the pulse width with the inverse of

bandwidth. This is the required average power for the given range resolution [HOVA-
80]. It is important to realize that when using pulse compression, the resolution may be
increased without increasing the transmitted power. This does not, however, reduce the
average power requirement, but simply allows more average power to be transmitted due

to the longer pulse and then later compressed to increase the range resolution.
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2.4.4.3 Echo Signal:

After the transmitted signal interacts with the target, the amplitude and phase are used to

reconstruct the image in a similar way to that of real aperture radar imaging.

Given that a target is at a slant range, R, from the radar, the received echo signal is the

transmitted signal in Equation 2.38 with a time and phase delay:
2
p[t —2} a(t — 7)o cos wo(t —-2-5)+ A—“’(t —E} +4, [2.45]
c c

where o is the RCS of the target. This is the idealized return signal from a single point

scatterer [STIMa-98].

In real applications, there is usually not a single scatterer within the view of the radar.
For example, terrain is often considered as the combination of a near infinite number of
individual scatterers. For this reason, the echo signals returned within the same range cell
are added together to result in a single expression to represent all the scatterers within
that cell. If this idea were considered in context of resolution, it would seem logical that
the signal from an object will combine with other signals from objects within the
resolution area, since the resolution is defined as the minimum distance between two
points for their signals to be resolvable. Scattering elements that are separated by a
distance less than the resolution are not be distinguishable and the responses will be

summed together.

As in real aperture radar imaging, the echo signal contains the data needed for image
processing. The contribution of the time delay to determine the range, R, from the

aperture to the target has already been discussed.
The azimuth component is found through the Doppler frequency shift history. Each

returned echo from a cell, while it is within the swath width, will be shifted a certain

Doppler frequency, which is directly proportional to the radial component of the relative
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velocity. Therefore, each cell will have a different shift due to the slightly different
speeds, based on the slightly different angles with respect to the track of the radar. This
provides a second coordinate, the first being the range, relative to a point directly beneath

the radar. This provides a localization of the point in two dimensions.

The amplitude of the signal is converted into a voltage, which is used directly for each
pixel, rather than used as a history. As the signal is received, the amplitude is measured
and is stored for each pixel element in the scene. This intensity is then used to determine

the level of light and dark of the image pixel.

2.4.4.4 Speckle and Clutter:

In conjunction with the echo signal, it is necessary to mention the signal responses that
limit the quality of the image. Speckle is the noise-like quality of coherent imaging. In
SAR, this arises due to the true scattering properties of the Earth’s surface. Ideally, each
range cell would have one signal. In truth, each resolution cell contains a large number
of discrete scattering elements. As the wave interacts with the surface, each scattering
element contributes a backscatter wave with a certain phase and amplitude. As the
backscatter echo of each individual element is added, there are interference effects
because of phase differences, which degrade the quality of the image with speckle
[BURD-68]. This phenomenon does not change resolution, but decreases the clarity of

the image.

Clutter is comparable to speckle in that it can degrade the image quality, but it arises not
from the various scattering elements per resolution cell, but from the extension of
features across multiple cells [BURD-68]. This causes unwanted echoes to combine with

the desired signal and change the intensity of the returning echo, degrading the image

quality.
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2.4.5 Resolution:

For a general figure on resolution refer to Figure 2.9. There is no increase in range
resolution from SAR imaging, i.e. the slant range resolution is identical to that of real
aperture imaging:

c

X ==
2B

[2.46]

where B is the bandwidth of the signal. Since the particular aim of this project is satellite
based SAR systems, it is important to include the curvature of the earth as a factor in the
resolution. Therefore, using Figure 2.16 to explain the geometry of a curved earth, the

ground resolution becomes:

L R R _ 1

r., dR (R +h)siny sin8 [2.47]
x =_¢

" 2Bsiné

where 1y is the ground range resolution and r; is the slant range resolution.

The improvement in azimuth resolution is the main benefit from SAR. In conventional

radar theory, resolution can be approximated by:
X, =— [2.48]

where [ is the aperture length, R is the radar range, and 4 is the wavelength. This is, in
effect, the half-power beam width multiplied by the range, as was discussed in the

conventional radar resolution.

In SAR, the half-power beam width, B, is given by:

A
ﬁeﬁ’ - 2Leﬂ

[2.49]
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where L, is the effective length of the synthetic aperture. This can be found by

determining the horizontal beam at a range R, which gives the maximum value for the

length of the synthetic aperture that can be used. Therefore, L is:

RA
Ly=—" [2.50]

where [ is the length of the real aperture.

Applying these equations to the definition of azimuth resolution gives:

AL

l
Xe =Ry =Roma ™2

[2.51]

This is the resolution given for focused SAR system.

For space borne radar, the curvature of the Earth helps to achieve slightly a better
resolution, in both the range and azimuth directions, when the curvature factor is

included, using Figure 2.16 for the geometry:

x,=-2e L
* Ry+h2
[2.52]
e R, cT
Ry +h 2sin@

2.4.6 Signal Processing:

The power of SAR comes not from the radar system itself, but in the ability to achieve
the desired system performance through signal processing. The basic theory behind the
formation of the synthetic aperture has already been discussed at length in the preceding
sections. Therefore, the initial description will be reserved until the discussion of image

formation algorithms and the actual signal processors available for SAR systems.

2.4.6.1 Optical:

The optical processor was the initial choice for the focused SAR system, due to the

optical nature of the image. In this process, the target coordinates are taken as x, the
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azimuth position, and y, the range position. This processor is the best for wide swath,
high-resolution applications where immediate access to the map is not required [STIMb-

98].

In the optical processor, the signal information is recorded onto a data film, with each
pulse maintaining the same range coordinates, y, but the motion of the film allows for the
translation of the azimuth coordinates, x. Once detailed with the signal responses, the
film is then passed through a coherent optical imager and the coded information becomes
an image. This process takes a myriad of different lenses in order to preserve the relative

dimensions of x and y and to align the image [HOV A-80].

The power of the optical image processor comes from its relatively simple application
rather than complex and intricate linear formations needed in numerical processing
[STIMb-98]. This is due to the identical nature of the laws governing the propagation of
reflected radar waves and optical waves. The disadvantage of this system is the time that
it takes to create the image and develop the film. While compatible with airborne radar
systems, the power requirements, the nature of the space environment, and the movement

within the image processor make it less than ideal for space applications.

2.4.6.1 Electric/Digital Signal Processors:

Focused SAR offers fine resolution, but also requires a large amount of data storage,
which first led to the use of optical systems where the photographic film can store such
quantities. However, with the advent of high-speed and large capacity digital computers
to execute the fast Fourier transforms (FFT), digital signal processing has become more
widely used [STIMb-98]. The digital processor has advantages due to the near digital
form of the radar returns in that the echoes are already samples of a continuous return.
This allows for many image processing techniques to enhance the image and allow for

near real-time implementation when desired.
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In the digital processor, the in-phase and quadrature components of the returned signal
are first quantized. Unlike in optical processing, digital processors allows for auto-
focusing and motion compensation to occur as a pre-filtering of the data. The range,
determined by the time delay, and the azimuth, determined by the Doppler behavior, are
stored into the memory before being processed through the Fast Fourier Transform (FFT)
block.

A fundamental issue for the design of a digital system is determining the sampling rate of
the incoming response. The first level of sampling frequency is the pulse repetition
frequency, PRF, of the transmitter. This frequency is limited by the mapping range of the
radar and the Doppler frequency shift from the extreme points of coverage [STIMb-98].
The lower limit of the PRF is found from the Doppler frequency shift. In this case, the
PRF must be greater than the highest Doppler shift so that the returns will be centred on
the carrier frequency. The upper limit of the PRF comes from the need to allow for the
maximum mapping range return to fall within the inter-pulse period. Therefore, the PRF
must fit within the following inequality:

2V prP<—S
I 2R__

[2.53]

where [ is the real aperture length in the azimuth direction, Rpax is the maximum range

and V is the radar platform velocity.

In the case of space borne SAR, it is possible to transmit several pulses before the ground
return from the initial pulse. This does not pose a problem as long as there is a window
of reception between each pulse so the maximum range return from the first pulse is

received before the minimum range return from the following pulse [STIMb-98].

With the PRF defining the sampling frequency in the azimuth direction, it is necessary to
determine the sampling needed for the range. In digital SAR processing, as in most
digital signal processing, the sampling frequency of the returned signal is determined by
the Nyquist criteriaon—the number of time samples for representing a frequency should

be at least twice that frequency [HOVA-80]. Thus, at the input to the receiver, the pulse
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compression filter, the digital sampling rate must be twice that of the frequency excursion
of the pulse, Aw. Therefore, the initial sampling rate is:

£, =2Af [2.54]
This sampling rate, multiplied by the sampling time, Ts, gives the total number of
samples where:

T =N;t [2.55]
and 7 is the compressed pulse width and Ny is the number of range gates, the division of

the returns based upon resolution.

The number of range gates, or range bins, can be found from the range resolution:

Rmax - Rmin R

N = =
. Xy X Ttanax

[2.56]

where R is the average range, T is the compressed pulse width, Xy is the range resolution
and ¢ is the incident angle. The number of range gates may also be looked at as the

swath width in the range direction divided by the range resolution value.

2.4.7 Reconstruction Algorithm:

The final step is to analyse the method by which the raw SAR data is turned into an
image. This is a process with three steps: analysing the return echo and correlating with a
copy of the transmitted signal; echo compression sampling in amplitude and phase; and

FFT the focused amplitude and phase into intensity to form the image.

Matched filtering is the first step in this process, occurring in the intermediate frequency
(IF) filter. The purpose of this step is to estimate the correlation between the echo and
the transmitted signal to establish the temporal resolution and maximize the S/N [BARB-

85]. The transmitted pulse of the system is given by the equation:

2
5,(8) = a(t) exp( j2m(f.1 + “’T>

2.57
Ao [2.57]
o=—

T
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where o is the frequency sweep of the system, f; is the centre frequency and 7 is the pulse

length . This function will be used to correlate the received echo.

On the receipt of each pulse, the receiver down converts the RF centre frequency to an

offset base-band frequency, f;, where:

I

2
h 4

[2.58]

0o | b

where B is the system bandwidth and f,is the sampling frequency. The receiver output

signal is given by the equation:
2
5 (1)= exp( jzn[ fit = fiy+ a(’—z—’i)—ﬂ [2.59]

where f; is the RF centre frequency, t, is the time at the centre of the pulse, and tp is the
delay time of the signal. This signal is correlated to the filter impulse response function,

h(t), which is the complex conjugate of a replica of the chirped signal [CURLa-91].

The matched filter can also be designed as a pulse compression filter. Like the matched
filter, the impulse response for a pulse compression filter is the complex conjugate of the
replicated chirp signal, however, for pulse compression, the impulse response is the
inverted complex conjugate [CURLa-91]. Once the signal has passed through either the
matched filter or the pulse compression filter, it is ready to be processed in the range and

azimuth directions.

The first step in reconstructing the image is range compression. This is performed on
each pulse as it is output from the receiver and consists of correlating the receiver output
with the replica of the transmitted pulse translated to the offset video frequency. The
peak correlation occurs at the round trip time delay [FRAN-99]. The continuous
functions are sampled at an appropriate frequency, then Fourier transformed to allow for
correlation in the frequency domain with a digital FFT to reduce computations. To use
the digital FFT, it is necessary that the number of samples is a power of two (N=2"), and
therefore the pulsed signal is truncated, or packed with zeros, as the sampling

requirements rarely give an appropriate number of samples [FRAN-99]. The pulse
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replica is sampled at the same sampling frequency and packed with zeros to make it the
same length as the recorded pulse length. The two signals are then correlated using a

digital convolution.

Given the previously defined transmitted and received signals, the point-spread function
from the correlation is:

T
ty+—

2
g :% [explian(fie, - £,6, + o, - 1) xexpt j2r{fy 0, —70) + at, - 7,0 )}

by

[2.60]

T
tp+—

2
+ [expl j2r{(£a, - £ + (e, — 1) Jixexplioz{£,, — 7o) + att, 700" e,
. ‘%
where 7, is the correlation variable, t, is the time at the centre of the pulse, f; is the offset

base-band frequency, f, is the centre frequency, and tp is the time delay. The resulting

output response is:
go=explizmle f1p + firg —alty — 7, ¥ Jsin c(mAF, () - 7)) [261]

where AF,is the chirp pulse bandwidth.

After range compression, Equation 2.61, the pulse is stored in bulk-storage memory
serially line by line in large blocks. However, for azimuth compression, the data needs to
be accessible in column format, as there are samples taken from each pulse. The data is
then reorganized through the process of “corner-turning” before being processed through
the azimuth filter [CURLb-91]. In this process, the data is re-ordered so that it is

accessible in equi-range blocks rather than range lines.

Before azimuth compression, the data must also be corrected for range migration. Range
migration is the movement of the response from a point through different range cells due
to the Doppler error due to the rotation of the Earth and the changing slant range for an
orbital platform. The correction for range migration must be applied before the azimuth

compression.
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If the time delay to the point target, tp, is expanded in a Taylor series around t=0, the

centre of the aperture, then:
2
ty ==(a, +a,t+a,t?) [2.62]
c

where all higher order terms are neglected and ay is the slant range, a; is the slant range
velocity and a; is the slant range acceleration [BARB-85]. This range polynomial can be
calculated from the orbital characteristics and the rotation of the Earth. This is used in

the correction of range migration.

It is now possible to apply the function to the azimuth compression filter. The phase

history of the point is given by:
¢(1) =exp {- j2nf,t,} [2.63]

where tp is found in Equation 2.62. This history is correlated against the processor

I'GSpOIlSCZ
6 () = expl- jonf 1), }

. [2.64]
t, = —2—(a0 +Aa, +at+a,t’)
C

where Aa,is the small change in the slant range value over the interval T .

The azimuth correlation function, including the convolution for the range migration is

given by the equation:

XexP{—j-—Z{[—2f0(ao +a1t+a2t2)}><exp{j27r2f” (ao +Aa, +a1(t—TA)+a2(t—TA)2)}dt
c

c
[2.65]

where the range compressed data spans the time interval of ¢, i—;— [BARB-85].
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When these correlations are applied to the receiver output signal in the correct order, the
result is a point intensity for each target at the measured range and azimuth. These values

can then be coordinated with a latitude and longitude for a map projection image.

2.4.7.1 Bi-static Extension of Reconstruction Algorithm:

The reconstruction algorithm with respect to a mono-static SAR system can be extended
to a bi-static system with relatively few modifications to the equations. The basic process
of reconstruction and the assumptions laid forward in the mono-static case will apply for

the extension.

Corresponding to the mono-static case, matched filtering is still the primary step in the
processing algorithm. The transmitted signal and the received signal match with
Equations 2.57 and 2.59, respectively. However, in the bi-static case, the time delay for

the signal is:

g =Rt Re [2.66]

C
Again, following the matched filtering to maximize S/N, the signal is then passed through
the range compression filter to determine the round trip time delay. The range equations
for the transmitter and receiver are first expanded using a Taylor series:
R, (s)=Ry + Ry (sp —s,)+ Ry (s; — s,)
Rp(s)=Ry + Re (g —5,)+ Rp (55— 5,) [2.67]

s s
Where :s; = —and 5, = —

VT V R
and s is the spatial variable in the azimuth direction R is the rate of change in the range,

i.e. velocity, and R is the second derivative of the range, i.e. acceleration.

Therefore, the signal at the receiver can be written as:

o _Ri(5)+Re(s) T

5. (s,) = expl 27 f;[tn“RT(S)+RR(S))+a[n 2c
C

[2.68]
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Correlating this with the replica of the transmitted pulse gives an output correlation

g(s.t)= B, exp{— j4ﬂ'[ RI}SS) )} sin c[ﬂ-B—R—(—M ~R,(s) ﬂ
AN [2.69]

2
N

R, (s) =Ry, + Ry, "‘%(fm +fDR)s+(fDT +fDR)3_

response of:

where By is the bandwidth of the received signal, fpr and fpr is the Doppler frequency
shift due to the system platform for the transmitter or receiver, respectively and f oy and

fDR are the Doppler frequency rate of change for the transmitter and receiver,

respectively. This result is equivalent to the output response in Equation 2.61, where tp is

as defined in Equation 2.67.

When expanding the azimuth equations to a bi-static notation, the Taylor series

expansion for the time delay is:

t, = [(aro T ago t (an + ZRI )+ (arz +agy ) )] [2.70]

where the subscripts T and R correspond to the transmitter and receiver contributions,

respectively and the range polynomial coefficients are the same as in Equation 2.62.

The slant ranges a,,and a,,can be found from the time delay of the system, however,

the other coefficients come from the orbital characteristics and the rotation of the earth

and give the range migration corrections for the system.

Therefore, with this new definition of the range polynomial, the azimuth compression

output can be expressed as Equation 2.65.
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2.4.8 Image Defects and Corrections:

This method of image reconstruction should lead to a focused image with the appropriate
resolutions. However, this is not always the case as any number of factors can cause

errors in the phase and amplitude measurements to degrade the image quality.

The first, and most troubling, effect of these errors is image defocusing. This is caused
by the occurrence of fluctuations in the path length between the radar receiver aperture
and the scene, caused by variations in the refractive index, multi-path effects, and the
deviations of the sensor from the established track [CURLb-91].  This deviation from
the assumed trajectory may be from a mismatch in the assumed velocity and acceleration
or a displacement of the platform from the estimated position. As seen from the
explanation of the echo signal and the reconstruction algorithm, SAR uses the accurately
known distance for correcting of the phase delay. Any distortion of this will cause the
image to defocus in that each pixel is not accurately mapped. Auto-focus techniques

have been developed to help overcome these errors and improve the image quality
[CURLbL-91].

Geometric and radiometric distortion is the other main error that reduces the image
quality. Again, this error is caused by the deviations from the assumed motion in the
range and azimuth directions. This causes not only a defocusing of the image, but also
distortion of the actual dimensions of the image. These distortions are proportional to the
velocity deviations. Unlike defocusing, the main effect of the distortions comes from
non-planar movement of the platform. This cannot be corrected with auto-focus, but
rather through the measuring of the actual motion of the platform and this information is
then used in the processing to correct the image. This is called motion compensation

[CURLb-91].

2.4.8.1 Motion compensation:

Motion compensation is the method used to correct for the planar and non-planar motion

deviations from the assumed trajectory [STIMc-98]. In radar applications, it is
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acceptable to have deviation within a quarter of the wavelength during a single pulse, to
maintain phase coherence within a small error. This deviation is reduced by another
factor of two for SAR due to the two-way propagation—one eighth of a wavelength
[STEI-76]. This level of control may not be possible to achieve. However, with signal
processing, it has become possible to use a correction for the motion deviation with the

signal echo to maintain this accuracy.

In motion compensation, an external motion sensor is used to accurately record the actual
motion of the radar platform [STIMc-98]. This motion is then manipulated to determine
the frequency change that accompanies the deviated motion and this is applied to the
echo response as the signal is being processed. This, in effect, removes the phase error
by applying a corrective function to the signal processing. While this cannot remove all

errors, it can remove enough for to maintain image quality.
2.4.8.2 Auto-focus:

Auto-focusing of SAR images is a widely used signal processing strategy to compensate
for the quadratic and higher level phase errors [CURLb-91]. This technique is most often
applied after the original motion compensation and data formatting. Auto-focus is
normally accomplished in two steps: error estimation within the signal and error

compensation.

There are multiple methods of auto-focusing. Prominent point processing is used when
strong point targets exist. This method allows for high performance in correcting phase
errors, but requires dominant scattering elements throughout the scene. The coherent
auto-focusing methods are phase gradient and phase difference [WU-00].  These
techniques operate directly on the complex, &, received signal to correlate the phase
differences or gradients between phases throughout the picture. These values are then
used to estimate a correction function. Finally, incoherent methods, map drift and
contrast optimization, use the intensity of compressed images and disregard the phase

information [WU-00].
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The most common algorithm used for auto-focusing an image is called Phase Gradient
Auto-focus, PGA [WU-00]. It consists of making an estimate of the gradient of the phase
error in the SAR image using four steps: centre shifting, windowing, phase gradient
estimation, and iteration. The algorithm was created for spotlight SAR, due to the
plausible assumption in spotlight SAR that the phase error is constant with range. This

assumption is not correct for stripmap SAR until the data has been formatted further.

The auto-focus algorithm is applied after the range compression of the raw data has been
completed to allow for the separation of the image into range bins. For each range bin,
the strongest scatterer, a,, is chosen and shifted to the origin of the image. This is done
to remove the frequency offset due to the Doppler shift. This must be done in a circular
manner so that samples, which are shifted off the edge may be wrapped around and
shifted to the opposite side. This centre shifting attempts to align strong scatterers and

subsequently improve the S/N for the phase estimation.

Once the image has been centre shifted, it is windowed, preserving the width of the
dominant blur for each range bin while discarding the data that does not contribute to the
phase error estimation, i.e. clutter. The window size, W, is chosen by registering the
dominant blur on each range bin and averaging over all the bins. These are incoherently
summed to obtain a one-dimensional function whose width, at a chosen threshold, gives

the point-spread function. This is nominally given by:
s(x)=

where f,(x) is the circularly shifted image data and n is the bin number [WAHL-94].

£, [2.71]

The redundancy of the blur, as assumed with a constant phase error with range, the
function, s(x), will plateau at its maximum value approximately the width of the window,
W, and smaller outside of W. As the image becomes more focused, W will converge

until it is only a few pixels in size.
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When the scene does not contain strong scatterers, i.e. images of natural landscapes,
seascapes or icescapes, the above method will not work, as the range bins do not provide
a strong enough scattered response to allow for windowing of s(x). The window width,
W, is then chosen to span the maximum possible blur width and progressively reduce by

20% per iteration.

Once shifted and windowed, the image data is now represented by
Gn (u) = |Gn (u)|ej[¢e(u)+9,.(u)] [2.72]
where G, (u)is the inverse Fourier transform of the image data, gn(x), 6,(u)is the

scatterer-dependent phase function and ¢, () is the phase error [WAHL-94].

The linear unbiased minimum variance (LUMV) estimate for the gradient of the phase
error is given by:

) > m{G; )G, )}

¢Iumv (u) = -+ Z

n

G,w)|

2.74
PR RO A (2741

B (1) = B, () + 2
’ Y |6, w)f

The estimated phase gradient, @, (1), is integrated to obtain an averaged value which is

then used as the phase correction, (ge (u). This is done to remove any bias and linear
trend. This phase correction is then complex multiplied by the range-compressed phase
history domain data by: exp[-j &e(u)]. The process of center shifting, windowing and

phase gradient estimation is repeated. As the image begins to focus, the scatterers
become more compact making the circular shifting more precise and the window size

smaller.

When the PGA algorithm is applied to stripmap data, the assumption of constant phase
error with range is no longer valid and a conversion of the data from stripmap to

spotlight, known as Stripmap Spotlight Compression (SSC) [BATE-98].
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Chapter 3 SAR System Design:

3.1 Scattering Properties:

The following discussion builds upon the general -electromagnetic propagation
background already provided with an emphasis on radar applications and the properties

of sea ice.
3.1.1 Electromagnetic Scattering from Rough Surfaces:

Any electromagnetic field which is incident upon a boundary between changing media
will be either transmitted, reflected or scattered, depending upon the wavelength of the
incident wave, the incident angle of the wave and the electric properties—emissivity,
permeability, and conductivity, of the second media [BECKa-87]. While the scattering
from a plane boundary, in which the interface is smooth, is well known, when the surface
becomes “rough”, the problem becomes complex. A smooth plane will reflect the
incident wave in a single direction. A “rough” surface will scatter the wave in multiple
directions. It is this property of a “rough” surface, which makes it difficult to determine
the characteristics of the scattering. To make this problem easier, certain acceptable
assumptions are made to simplify the equations:
1) The dimensions of the scattering elements are either much smaller or much
greater than the wavelength
2) The radius of curvature of the scattering elements is much greater or much
smaller than the wavelength
3) Shadowing effects are neglected
4) Only the far-field situation is considered
5) No volumetric or multiple scattering is considered

6) The density of scatterers remains constant over the entire medium [BECKa-87]
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The first step in determining the scatter from the interface is to determine the “roughness”
criteria, better known as the Rayleigh Criterion, in which the path length and phase
difference between the two rays incident upon a surface with an irregularity height of h
offer the general criteria of:

h< A
8siny

(3.1]

where 7 is the incidence angle of the rays upon the surface and A is the wavelength of the
incident energy [BECKa-87]. From this criterion, the relationship between “roughness”
and wavelength is clear: the roughness of the surface is directly dependent on the incident
wavelength. A surface that appears rough to a short wavelength, would appear smooth

when the incident wavelength is longer.

A theoretical algorithm to model the scattering from a rough surface is provided by
Beckman and Spizzichino [BECKa-87]. From this algorithm, it is possible to calculate a
generalized scattering model if the average height of the irregularities is known, and the
electromagnetic and physical properties of the surface are known or can be accurately

estimated.

3.1.2 Remote Sensing of Sea Ice:

The proposed mission for the SAR system is the remote sensing of the polar regions for
either scientific or commercial applications. Both applications require knowledge of the
thickness of the sea ice, the distribution of that thickness, the extent of ice coverage, and
the thawing and freezing cycles of the area. It is, therefore, important to know the
scattering characteristics of sea ice based upon these physical properties and

electromagnetic characteristics.
To gain an understanding into the actual properties of ice, it is important to understand

how it is formed and the changes in the composition of the ice over multiple cycles. As

microwave scattering characteristics of ice are very sensitive to changes in structure and
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composition, by understanding the different stages of ice, it is possible to classify the

return as originating from specific types of ice.

In the polar region, ice begins to form on the surface of the ocean as a thin layer of slush.
This is due mainly due to the nature of the ocean: high salinity and surface movement.
This initial formation of crystals on the ocean surface causes a reduction to the movement
of the surface of the ocean [CARS-92]. As this happens, the ice begins to coagulate
forming a thin layer, up to 10 cm thick or forms pancake ice, small cylinder structures of
ice ranging from 0.3 to 3 metres in thickness. Pancake ice usually forms in areas of more
open water where the surface movement is greater. The composition of this newly
formed ice is one of pure ice, brine inclusions—caused by the super-cooling of the
seawater and the forcing of brine into pockets—and pockets of trapped air [CARS-92].

This composition greatly affects the electromagnetic and scattering properties of the ice.

As the ice begins to grow, a desalination process takes place. As brine is denser than the
surrounding ice, gravity will cause the brine to drain from the ice sheet or to form large
brine pockets. However, this occurs more in the bottom layers of ice, whereas the top
layer, due to its colder temperature will maintain a high level of salinity. As the ice
grows, it also increases the pressure on the individual crystalline structures, causing an
increase in density and, again, forces the brine pockets out of the ice [CARS-92].
Throughout the aging of the ice, it continues to desalinate, thus changing the

electromagnetic characteristics between first year ice (FY) and multi-year ice(MY).

The factor that causes the greatest difference in the characteristics of MY ice from FY ice
is the melt season [CARS-92]. As the temperature rises during the summer months, the
ice continues to desalinate. The differences in FY salinity to MY salinity can be up to
9%. The melting of the surface causes not only desalination, but also melt ponds and
hummocks. The melt ponds are collection, on the surface of the ice, of water. The water
collects in small ponds, creating a depression. The ice located between these depressions

is called hummocks. When ice begins to refreeze in late summer and early fall, the melt
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ponds re-freeze, creating smooth patches, which exhibit FY ice characteristics, while the

surrounding area will exhibit MY ice characteristics.

Other great differences in the characteristics of FY ice to MY ice include surface
roughness and density. The surface of undeformed FY ice is flat with little variation.
Deformed FY ice is characterized by sharp, angular ridges [CARS-92]. MY ice has an
undulating surface with hummocks and melt ponds. The once deformed FY ice has been
weathered away so that the deformed MY ice shows none of the angular characteristics,
simply the presence of hill-like structures [CARS-92].  The density of MY ice is much
greater than that of FY ice due to aging compression [CARS-92]. This allows for more

volumetric scattering to occur in MY ice compared to FY ice.

Understanding the basic physical structure of ice is useful when discussing the
electromagnetic properties important to scattering characteristics. The main factor when
addressing the electromagnetic properties of ice is the relative permittivity. This is the
complex (real and imaginary) electrical property of ice, based on free space and
electromagnetic loss of the material [CARS-92]. This value is related to the conductivity,
absorption, and penetration depth of the incident energy. As sea ice is a melange of
freshwater ice, brine and air, the electromagnetic properties of the ice depend directly on
the combination of these constituents. Through multiple experiments and measurements,
it has been determined that the relative permittivity of sea ice at 2.4 GHz is:

e=¢e'+je’

£ =3.09+0.0081V, [3.2]

€”=0.03+0.0042V,

where Vj, is the volume of brine measured in part per trillion [CARS-92].

Having thus laid out the physical and electromagnetic properties of different types of sea
ice, it is necessary to now translate these into scattering behaviour and the scattering
coefficients for radar signatures. When analysing the scattering from ice structures, the
following factors affect the scattering coefficient [CARS-92]:

1) Backscattering increasing with increasing ice crystal size
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2) Increasing frequency increases the scattering coefficient

3) Increasing scattering coefficient with decreasing incidence angle

4) Scattering due to ice thickness varies based on composition of ice, but generally
increases

5) Scattering decreases with water content

6) Scattering increases with increasing air bubble size

7) Scattering increases with increasing density

With such a wide variety of variables in the modelling of scattering from sea ice and the
inability to gain accurate estimations of the variability in height, it is difficult to achieve
an accurate model of any ice structure from a theoretical algorithm. Generalized models
of types of ice are constructed on a case-wise basis. However, as volumetric scattering is
difficult to model, the theoretical values vary significantly at times from actual results.
Given these inaccuracies, extrapolated values from actual measurements will be used to
estimate the scattering coefficients used in this study. The assumption made when
establishing these values was at the small incident angle at which the system will be

operating (4°) it is feasible to use results for a 0° incidence angle as an approximation.

Beginning first with the scattering of energy from the ocean surface, which will give a
base when comparing the signatures of ice structures, it is important to remember the
dependence of the scattering from ocean surfaces on wave size and wind strength. Each
of these variables will change the characteristics of the surface. From a smooth, calm
ocean surface (which is often found within close proximity to ice) there is a powerful
vertical incidence reflection coefficient of approximately 0.5, with little absorption in the
media. This will cause a very high response from a smooth ocean, i.e. it will appear very
bright in the system. Any increase in wave height or surface winds will decrease the total
reflected energy, but it will still remain brighter than the surrounding ice. The
normalized radar scattering cross section, as is used in the radar equation, of a calm sea is

-0.5 to -3 dB [ONST-92]. This value is constant throughout the year.
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Grey ice or thin FY ice, characterized by 1-20 cm in thickness, has a high salinity content
with a surface temperature of 0°C [ONST-92]. This causes a high dielectric constant,
but a low absorption coefficient as there is often large concentrations of liquid water
mixed within or between the ice. For smooth, undeformed ice the reflection for vertical

incidence is high, dropping sharply for increasing deformity.

Thick FY ice, has lost some of the brine of new ice, has a rougher surface texture,
typically covered with snow or a brine slush, and has a lower surface temperature. This

will decrease the vertical reflection coefficient.

MY ice can be divided into two parts, the upper part, characterized by low density and
large air bubble size, and a lower part, with high density and a high concentration of melt
ponds. Therefore, the upper part will have nearly the same reflection as thick FY ice
[ONST-92]. The lower part of the ice will produce a slightly higher vertical reflection
coefficient as the contributions from the melt ponds and the higher density reduce

volumetric scattering.

Using these general characteristics and extrapolating from the data of the Radar lookup
tables of ERS-1, JERS-1 and EOS, the following approximate values for the radar

normalized cross sectional vertical scattering coefficients are found:

Winter/ Late Spring | Early Mid- Late Fall
Spring Summer Summer Summer
MY -6.7+2.2dB -43+2.1dB -93+1.1dB -8.7+1.1dB -4.0+1.8dB -6.1 +2.4dB
(>220 cm)
Thick FY | -9.0t2.1dB -8.1+£1.4dB -93+1.1dB -83+1.5dB -8.1+1.8dB -8.7£24dB
(70-220 cm)
Thin FY -43+1.2dB -5.2+1.6dB -5.6 £ 1.4dB -1.8+1.4dB 5.1+2.2dB -4.8 +1.9dB
(<70 cm)

Table 3.1 Estimated Normalized Radar Crossed Section for

Sea Ice at 2.4 GHz at 4° Incidence Angle [ONST-92]
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Based on this table, the system can be designed for a minimum scattering coefficient of
-15 dB to ensure readable returns from the surface within a margin of error. Based on

these values the dynamic range of the system is approximately 15 dB.

Another important factor when discussing the imaging of a natural surface is the contrast
in received echoes from different identifiable features on the ground. If there is not
enough contrast between the features, they will be indistinguishable from one another and
will appear uniform in the image. The contrast of the signals is highly variable on the

polarization used for the incident waveform.

The following table is found with data from [CARS-92] are approximate values for the

contrast:

Polarization MY to FY FY to Thin FY Thin FY to Open
Water

Vertical 6 dB 3dB 5dB

Horizontal 5dB 2dB 3dB

Table 3.2 Sea Ice Radar Contrast at 2.4 GHz at 4° Inclination [ONST-92]

It has been noted in experimental data that a vertical polarization can increase the contrast
of very thin, newly formed ice, to FY ice and water by 2-3 dB over the response of an
horizontal polarization [ONST-92]. Therefore, polarization diversity will be an important

feature of the system.

3.2 Power Requirements:
Using these basic characteristics of the chosen imaging area, the power requirements

must be determined. This is the most difficult constraint for a SAR system on a micro-

satellite.
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To discuss power constraints, the following system characteristics will be assumed: a
circular orbit at an altitude of 700 km, an orbital velocity of 7.54 km/s, a look angle (from
beam centre to scene centre) of 3.2 degrees, antennas of 2.5m diameter and an efficiency
of 30%, a transmitted wavelength of 12.5 cm, and a total system loss of 15 dB. Given
these parameters, the average power needed for the system can be calculated (see Figure
3.1).

Average Power Requirements

5000 -
4000
S
g —
< 3000 1
% e 0.3
a —0.1
E 2000 e () 0
<
0=0.03=-15dB
1000
0 : ; ; ; : x . K . K .

S/N Sensitivity (dB)

Figure 3.1 Average Power Requirements

The calculations are done at various normalized radar cross sections, from 0 to —20 dB, in
order to determine the maximum performance of the system and the systems ability to
meet the performance constraints. From this average power of the system, the total or

peak power needed in the system can be calculated through the equation:

— PA
E, = Rry [3.3]
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where P, is the peak power, P, is the average power, PRF is the pulse repetition

frequency and the 7 is the actual pulse length. Figure 3.2 shows the peak power needed

in the system.
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Figure 3.2 Peak Power Requirements
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This peak power requirement can then be directly translated into the actual DC power

that needs to be supplied by the transmitter to achieve the peak power output through the

equation:

[3.4]

where Ppc is the DC power supplied to the transmitter, M is the efficiency, assumed to be

20%, and G is the gain of the antenna. Figure 3.3 represents this power requirement.
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DC Power Requirements
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Figure 3.3 DC Power Requirements
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Power constraints for the system is taken as 100 W, as can be seen from the horizontal

constraint line, which can be achieved on the micro-satellite platform. This leads to a

maximum system performance of —15 dB radar cross section detected at a S/N sensitivity

of at least 8 dB, to match the requirements set by the imaging area. These power

requirements are calculated without taking into consideration the multi-look provisions

and the resulting S/N gain. The integration of the returned energy over the multiple looks

will increase the S/N by a factor of the number of looks, thereby reducing the power

requirements by a similar factor. For this system, the number of looks is approximately

20.
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3.3 Transmitter and Receiver Design:

3.3.1 Transmitter Subsystem Design:

The transmitter for this system will need to generate coherent, rectangular pulses with a
linear frequency modulation. It will need to be small in size to fit onboard a micro-
satellite, however, as this is the only payload onboard the platform, this requirement is
not constraining to the design of a relatively low power, S-band transmitter. The
transmitter will need to transmit at a centre frequency of 2.4 GHz and a bandwidth of 100
MHz at a pulse repetition frequency of 6 kHz. The peak power output from the satellite’s
four body-mounted solar array is 140 W. Figure 3.4 is a block diagram of a coherent

pulse transmitter.

Master Coherent

Oscillator Oscillator »| Chirp

Generator

Amplifier

Antenna

Figure 3.4 Transmitter Block Diagram

It is possible to see, that with this power constraint on the transmitter, it is possible to
obtain, at maximum, a S/N of 8 dB for a scattering coefficient of —15 dB, which requires
100 W input power to a 20% efficient transmitter. This is within the coefficients for sea

ice sensing.

Having thus defined the basic requirements for the transmitter, it is important to look at
the performance characteristics of the actual device and compare with the deviations from
an ideal transmitter. Errors in the frequency, phase, and amplitude of the transmitter will
cause defocusing and measurement errors in the final image, as the errors translate to

azimuth phase and range timing errors.

When discussing the required stability of the transmitter, the first area of interest is the

stable local oscillator, stalo, which provides the timing and control for the system. The




stalo needs to have good, short-term relative stability, specifically in the maintaining of a
stable phase to allow for coherent demodulation at the receiver. The equation translating

the stalo frequency drift into azimuth phase error is:

0, (1) =2xf 70 () [3.5]
where f; is the centre frequency, T is the propagation time and 0'),2(1) is the Allan

variance of the oscillator [CURLc-91]. This equation gives a drift requirement of 2.5
x10° over 4.7 ms propagation time with a 1° phase error. This value is well within the

current technological possibilities [CURLc-91].

The long-term stability of the local oscillator is also important to the system, as it
provides the maintenance of the carrier within a frequency band, and timing assemblies
for other assemblies. Therefore, the stalo can either be reset periodically, i.e. before each
imaging session, to ensure carrier phase maintenance, or the error of the transmitted
signal, within bounds, can by translated to the receiving and processing subsystem to

ensure a limited effect on the final image.

In a SAR system, a coherent oscillator, coho, is also used to maintain the phase of each
pulse. It introduces, into the transmitter, the ability to begin each pulse with the same
phase, necessary for coherent integration at the receiver. The error of phase within this
instrument needs to be held to a minimum drift, approximately 1°, during the total
imaging period of 4 s. This requirement is fixed, but achievable with current technology.
The frequency stability and phase coherence requirements, whilst strict are not absolute.
Small deviations from within the stated constraints will cause some image defocusing.
However, with the use of auto-focusing during the processing of the received echoes, it is

possible to iteratively reduce the effects of these errors, and thus restore the image.

While frequency and phase stability is necessary for the maintenance of a high
performance system, the modulation scheme and its corresponding stability has greater
effect on the actual image quality and resolution. In the case of a pulse compression
radar, the compressed pulse width determines the actual range resolution of the system.

The compressed pulse width is controlled by the bandwidth of the transmitted pulse, and
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the ability for the matched compression filter to match transmitted values, i.e. the

linearity of the transmitted pulse.

To achieve the stated requirement of a 30 m range resolution, at a minimum bi-static
angle of 5° it is necessary to have a transmitted signal bandwidth of 100 MHz,
translating to approximately 3 MHz/us sweep rate for a 34 us pulse. There is an error
margin of approximately 3 MHz, or 3%, in the bandwidth value before there is a 1-metre
loss in resolution. In sweep rate requirements this translates to a 0.11 MHz/us error rate.
While this is a strict requirement for the system, it is possible to achieve for short periods

of time, of the order of a second.

Simply maintaining the bandwidth characteristics within these levels does not guarantee
the desired range resolution. Addressing the linearity of the system, the requirements
become relatively high to maintain system performance [CURLc-91]. Due to the low
power nature of the system, and subsequently the relatively low S/N ratio at the input to
the receiver, the system can sustain very small losses in S/N due to matched filter pulse
compression. As the transfer function for the matched filter is defined on ideal
characteristics, any deviation from these values relates to a loss of S/N as well as
compression ability. To determine this requirement, the effects of non-linearity on the
S/N will need to be tested. These values will then need to be translated to a maximum
S/N loss tolerable in the system. Unlike the frequency and phase requirements, errors in
the modulation scheme for the system are not removable through iterative correction, and

therefore are fixed requirements.

To maintain a low cost system and relax these highly stable requirements, a direct
digitally synthesized exciter is recommended. First applied to radar by W.D. Gallaway in
the 1988 National Radar Conference, this exciter achieves near theoretical performance
values [GALL-88]. This would allow for high synchronization between the transmitting,
receiving and processing subsystems. It will be reviewed in more detail in the discussion

on synchronization.
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3.3.2 Receiver Subsystem Design:

The ability of a radar receiver to detect an echo and extract the information from that
echo is based, primarily, on the noise present. This noise may be external, having been
input into the receiver along with the echo, or internal, due to the system components
themselves. The receiver design is based on maximizing the S/N, usually done with a

matched filter to enhance the desired signal, while suppressing the undesirable noise.

The first characteristic of the receiver that needs to be defined is the minimum detectable
signal, i.e. the smallest signal which will be recorded, directly dependent on the
probability of detection. Based on a S/N of 8 dB, which is achievable based on the
transmitted power of 100 W and a probability of detection of 99.6 %, the minimum
detectable signal is 8.2x10™° Watts. This defines the sensitivity requirement for the

system.

However, this calculation of the minimum detectable signal is based on a perfect receiver
bandwidth. The bandwidth of the receiver determines the frequencies, which pass
through the receiver at each of the stages. The bandwidth of the transmitted signal for
system is 100 MHz, due to the chirped nature of the signal and the requirement for a 30
m range resolution. Added to this, is the total Doppler shift that can occur, 120 kHz,
making a required minimum receiver bandwidth of approximately 101 MHz. If the
bandwidth is smaller than this, then echoes returned outside of the receiver bandwidth
will be lost. If the receiver bandwidth is made much larger than this bandwidth, excess

noise can be admitted into the system, reducing the S/N and the quality of the image.

Figure 3.5 shows the basic block diagram for a receiver subsystem. The first stage of this
is a low-noise amplifier. As any noise introduced into the system by the subsystem itself,
i.e. internal noise, can mask a returned echo and also reduce the S/N ratio. All
components, therefore, within the subsystem, are required to add as little noise to the
system as possible. This amplified signal is then mixed with the signal from the local

oscillator, to down-convert the signal to an intermediate frequency. This signal is again
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passed through an IF amplifier. In this stage of the system, the signal is correlated,
through matched filtering, with a copy of the transmitted pulse, to maximize the S/N.
This signal is filtered through bandpass filter. The signal is then split into in-phase (I)
and quadrature (Q) channels for digitising and recording. There will be no further SAR
processing on-board the spacecraft, except to compression of the raw SAR data to

minimize the required downlink bandwidth.

Master Local
Oscillato Oscillator
I Low Noise
<4—— Splitter | F e Fil Amplifier
Q Amplifier ilter
¢ Mixer

Figure 3.5 Receiver Block Diagram

The receiver subsystem, like the transmitting subsystem, has limits on the amount of
phase error, which can be introduced into the system, and has frequency stability
requirements. As defined by convention, the total receiver phase error is of the order of
5°[CURLc-91]. This error is often defined by the pre- or post-processing techniques and
any focusing algorithms used, as these techniques can compensate for some superfluous
phase errors in the system. The frequency stability of the receiver stalo is the same as the
transmitter, as this is a separate component due to the bi-static nature of the system. In
mono-static SAR, the stalo is physically the same for both the transmitting and receiving

system.

3.4 Antenna Design:

The final space borne components of the radar system are the antennas of both the
transmitting satellite and the receiving satellite. Given the limited size of the spacecraft,

the antennas will need to be of reduced size in comparison to other SAR satellite

3-15

Antenna




antennas, and will need to be stowed for launch and deployed once in orbit. Finally, the
antennas for the transmitting and receiving satellites need to be identical to allow for

similar ballistic coefficients to minimize the station keeping activities.

The first decision is the size and shape of the antenna, e.g. a rectangular array or
parabolic dish. The size of the antenna is constrained by the spacecraft size and the

desired imaging area, 30 x 30 km.

It is possible to achieve a 35 x 35 km footprint with a 2.5 m diameter dish antennas,
where 2.5m is the largest diameter the platform can support. The 5 km extra width in
footprint, as compared to the desired image size, allows for a pointing error of 0.5° in any
direction. The total area of the antenna is 4.9 m? resulting in a gain of 30.8 dB at 2.4
GHz at an efficiency of 30%. This antenna efficiency is a very conservative and
pessimistic value, but to ensure the operability of the system, it is necessary to make such

conservative assumptions until component testing can determine an accurate efficiency.

The difficulty with this antenna size is the volume needed for launch, requiring the
antenna to be stowed initially and deployed once in orbit. The two proposed methods of
deployment are the “umbrella” format, with a wire mesh antenna, or a “petaled” dish.
Both deployment schemes will result in errors in aberrations and reduces the efficiency
and cause errors in the antenna pattern. To gain accurate efficiency and radiation pattern
information for either antenna designs, it will be necessary to construct and test the

chosen antenna before operational use.

Due to the ease of deployment and storage, the petal structure was chosen. Figure 3.6a
provides a side of the suggested stowed geometry. Figure 3.6b provides the deployed
geometry for the antenna system. The basic idea behind the stowed geometry is a four-
petal, flower configuration. The centre square of the antenna is attached directly to the
base panel of the spacecraft. The remaining antenna area is divided equally into four

parts and stowed along each side of the spacecraft. The panels will be designed so that
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after deployment, they lock together to form a complete parabolic dish without any gaps

between the panels.

Figure 3.6b Deployed Antenna Design
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Each panel will be rotated by 85°, making the total launch volume 1.75x1.75x0.75 m’,

and attached at the corner to the neighboring two sections for stability during launch.

The geometry of the dish and feed is defined by Figure 3.8. The relationship between the
focal point, F, the radius, R,, and the angle, 0, is given by the equation [KRAU-88]:

R (1+cosf)
2

The following graph represents the relationship between the angle, 6, and the focal length

F = [3.6]

(as the radius is set at 2.5 m):

Focal Length vs. Angle
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Figure 3.7 Graph of Focal Length and Angle Relationship
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Figure 3.8 Parabolic Reflector Focal Length

Based on this geometry, the feed for this application will have an angle of 54 degrees and
a focal length of 1 metre. A benefit from this choice is the optimization of the efficiency
of the antenna, as the focal length is a multiple of a quarter wavelength, maximizing the

coherence of the phase.

Having determined the geometry of the reflector, the final characteristic is the feed. An
optimal feed design will have a symmetric pattern, be aligned with the phase centre,
reduce the cross-polarization of field components, reduce the amount of blockage caused
by the feed and the feed mount, and reduce the spill-over and edge diffraction [KRAS-
88]. For phase coherency, it is necessary to place the feed at the feed phase center, to
ensure that the feed emits a spherical wave front. The determination of the phase centre

requires experimental testing.

The basic types of feeds include horns (pyramidal, conical and sectoral), dipole, loop,
helix and spiral [KRAS-88]. A horn feed is a simple design, which provides good
impedance, polarization and power handling capabilities. However, at S-band
frequencies this can be a large feed. The second, and most simple feed, is the dipole,
consisting of a simple radiating element. This feed can handle less power and needs a
backing to direct the energy to the reflector. A dipole offers good linear polarization, or

can be placed in combination, i.e. crossed dipole, to provide a circular polarization. The
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loop, helix, and spiral all provide circular polarization and good directivity, but cannot

handle high power and are more complex in design.

Before choosing the feed system for the antenna, it is necessary to determine the desired
polarization based on the application. If the Earth’s surface is considered as a large
number of tilted facets, each equivalent to a smooth plane, it is possible to simplify the
polarization determination. For all incident angles, except the Brewster angle, a flat plate
will reflect the incident energy in a similar polarization for horizontal and vertical linear
polarizations, and in an opposite sense for circular polarizations [KRAU-88]. As the
system is designed to gather the forward-scattered element, the signal can be assumed to
follow the reflecting rules. It is necessary to note that while the majority of the energy
will be returned in these generalized polarizations, due to cross-polarization effects and
volumetric scattering, as well as the assumption of a flat plane, some responses will be

polarized differently, and this will cause a loss in the received energy.

Therefore, given the polarization rules and the nature of the scattering of ice, to maximize
the energy received from the reflected signals, a crossed-dipole feed is chosen. If the
crossed-dipoles are fed linearly and are electrically controlled, with a quarter-wavelength
delay line between them, they can be polarized in a linear format, vertical and horizontal,
as well as circular polarization. This will maximize the usefulness of the system, as it
will be able to view the ice at different polarizations. Also, it will relax the control
constraints placed on the attitude control of the spacecraft and compare. Since the
dipoles are able to change polarization, the requirement to keep the spacecraft in the same
attitude to ensure similar, in the case of linear, and reverse, in the case of circular,
polarizations will be relaxed, as this can be controlled through the feed system. As a
straight dipole feed will be an inefficient illuminator, as it has poor directivity, a cavity-
backed dipole feed offers a simple design, circular polarization, with a high directivity

and efficiency [KUMA-89]. The geometry of the system is shown in Figure 3.9.
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Figure 3.9 Dipole Feed Design [KUMA-89]

At a wavelength of 12.5 cm, the dipole length will be 9.375 cm for the vertical piece.
The dimensions of the cavity will be 25 cm for the diameter and 15 cm for the length,
with a dipole of % wavelength in the vertical direction and %2 wavelength in the
horizontal direction [KUMA-89]. The resulting radiation pattern will need to be matched
to the reflector diameter to ensure a low spillover effect, or a feed pattern taper will need
to be applied. The distance of the dipole from the back wall is 0.25A, or 3.125 cm. This
is necessary for the radiation reflected from the back wall to be in phase with the forward
direction radiation. This antenna feed, if a —10 dB edge taper is applied, will produce

side lobes at a —16 dB to —24 dB level, and a total efficiency of 81%.

To accurately determine the characteristics of the antenna system, further work would be
required. First, the reflector would have to be built, to determine the errors caused by the
imperfections in shape due to the stowing scheme. The feed system would have to be
built to accurately determine the edge taper that will be needed and any modifications
necessary to the geometry to optimize the feed characteristics. Finally, the feed and
reflector systems will need to be combined to test the losses in the system, radiation

pattern, and feed phase centre.
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3.5 On-Board Data Handling and Communications Downlink:

3.5.1 Data Handling:

Signal processing is another difficult requirement to meet when attempting to place a
SAR system on a micro-satellite. Even the large SAR satellites currently in use, such as
ERS-1 and 2, have difficulty in meeting the large amount of storage memory needed and

the fast sampling rate.

For the proposed system, the PRF must be above the total spread in Doppler frequency in

the azimuth direction:

2V
Af. =—
Vi L

[3.7]
2x7500

Af, = = 6000H

where L is the aperture length in the azimuth direction and V is the satellite’s velocity.
While not impractical, a repetition frequency of 6 kHz will require a large data storage

capacity for the numerous samples over the 4s imaging period.

Having determined the PRF, the compressed pulse width is found using the desired

ground resolution equation:

2AR_ cosc
T=—F—

C
_ 2x30xcoz86.7 — 10ns [3.8]
3x10
B=1-100x10°H;

T
where o is the compliment of the incidence angle and AR is the ground range resolution.

This compressed pulse width of 10 ns, gives a bandwidth for the chirped pulse of 100
MHz.

Once converted to the base-band frequency, the signal is split into two channels, one of

which is phase shifted by 90 degrees to form the I and Q channels. These are then
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digitized through an A/D converter and sampled at a rate of twice the frequency
excursion of the signal, 200 MHz. These samples are passed through the digital signal
processor performing the Doppler filtering and the initial signal processing. Due to the
limited processing space and time, the data will then be compressed and stored for

downlink to a ground station where it will be processed.

For this specific application, the characteristics of the radar system lead to severe
performance constraints on the signal processing. Given an original pulse length of 34 ps
and a compressed pulse of 10 ns, the frequency excursion of the chirped signal is 100
MHz. The sampling rate of twice this frequency, 200 MHz, is applied to both the I and Q
channels. Sampling both channels separately gives the effect of a sampling rate of four
times the frequency excursion and is sufficient to reconstruct the original signal with only
a small error. At this sampling rate, the processor must be able to write to memory at

this speed multiplied by the number of bits of each sample (See Table 3.3).

This process is continued for each pulse within the 4 seconds it takes the satellite to fly
over a 30 km ground swath, making a total of 24000 pulses. For each pulse, the echo
return time is approximately 10 Us, corresponding to the difference in the time it takes the
signal to travel the shortest slant range to the longest slant range. If the desired ground
swath is 30 km, then the corresponding slant range swath is given by:

W, =W, siné [3.9]
where 0 is the incidence angle of the system. This leads to a slant range swath width of
approximately 3 km, and a sampling window duration of 10 pus. Given this, and the
duration of the pulse, 34 us, the receiving satellite will record data for 44 ps for each

pulse. Over the 24000 pulses of the image, this equates to 1.05 s in total.

Table 3.3 shows the resulting channel and picture size for different quantization of the

samples without any signal processing or compression.
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Sampling Rate= | 8 bits 6 bits 3 bits 1 bit
200 MSps

Memory Speed | 1600 Mbps 1200 Mbps 600 Mbps 200 Mbps
Channel Size 1690 Mbits 1268 Mbits 634 Mbits 211 Mbits
Image Size 3380 Mbits 2536 Mbits 1268 Mbits 422 Mbits

Table 3.3 Image Size Requirements

3.5.2 Data Compression:

Due to the high data rate and consequently the large amount of data, which is collected
for each image, the need for data compression is imperative to meet both storage and
downlink requirements. The requirements for a compression algorithm for a SAR system
are [PARK-99]:

-Good data output quality

-Compression with 2,3 or 4 bits

-High data rate compression

-Low power consumption

-Low mass

In SAR systems, due to the random nature of the returned echoes and the non-correlation
between subsequent data points, lossless compression algorithms can gain, at most, a
1.4:1 compression ratio. This is not high enough to reduce the data to adequate levels.
Therefore, lossy compression algorithms are used, limiting the compression ratio to
maintain good picture quality. The most popular compression algorithm is the Block
Adaptive Quantizer, BAQ, and will be used for this system. This is a simple algorithm
without complex hardware and is well documented [BENZ-95]. The BAQ also offers a
compression ratio of nearly 4:1, and limits the errors caused by losses due to the
compression. The BAVQ, block adaptive vector quantizer, begins with the same BAQ
algorithm, but places the output of this into vector format and matches this to a codebook
and outputs the standard deviation from the BAQ and the codebook address for the vector
[BENZ-95]. Other compression algorithms have been examined and used, but become

more complex in hardware and therefore negate their benefit for this system.
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Kwok et al. first presented the BAQ for the Magellan mission [KWOK-89]. It is an
algorithm to estimate the statistics of the source data and attempts to match the quantizer

to the observed statistics. Figure 3.10 offers a block diagram of the algorithm.

SAR 16 4 » To
1&Q ,—t Comparator 7 Memory

Data
16
8
PROM Threshold 8
8

To
Header
Memory

RAM Range Bin
il g Accumulator 1 L%Ok' —»  Memory [
P

Table

Figure 3.10 BAQ Block Diagram [KWOK-89]

As was found by Kwok et al., the optimum number of range samples per block is easiest
and most accurate when limited to the size of one to two range resolution cells, however,
as the block must exhibit Gaussian characteristics, the typical size is between 50 to 100
samples. Given this constraint, the simulation result show that a thermal S/N of 8dB was
optimal as an increase in S/N did not improve image quality, and a lower S/N degraded it
[KWOK-89].

The algorithm is based on the properties of the echo signal.  The return from a radar
signal is understood to be the super-position of the responses of several small scatterers,
i.e. the convolution of the signal with the complex ground reflectivity. The amplitude
and phases are statistically independent of each other and of other scatterers within the
scene, which leads to the assumption that each range sample is uncorrelated with the
previous and preceding sample. The phases can be considered uniformly distributed
between —n and © radians [PARK-99]. Given these characteristics of the signal, it can be
considered that the real and imaginary parts of the complex radar return signal have a
zero-mean Gaussian distribution, unknown average power and uncorrelated real and
imaginary parts. This is the basis for the BAQ [PARK-99].
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The return signal for the system is modeled as:
N“ .
Alx,y,2)= ae™ [3.10]
1

where N is the number of samples per block, ax is the reflectance amplitude and ¢ is the

phase delay. This signal follows the characteristics stated in the previous discussion
[KWOK-89].

The first step in the algorithm is to separate the large data block into smaller blocks,
where the signal’s standard deviation is expected to be roughly constant and the Gaussian

statistics within the block are evident [BENZ-95].

Next, the control statistics for the block are estimated. The signals of the I and Q
channels are used to find the average signal magnitude, the statistic chosen to

characterize the signal [KWOK-89]. The average signal magnitude can be found by:
_ _ N,-1 Xn+l
I=|e|= 23 [, +%) | peodx
0 %
exZa'z

[3.11]

1
p(x)= N
where p(x) is the Gaussian distribution function, x, is the signal magnitude of the n®
sample, and © is the standard deviation of the input [KWOK-89]. The threshold setting,
the control statistic, is determined by calculating the average signal of the data block for
N samples and Equation 3.11 is used to determine 6. This value is found in a 4 K ROM
look-up table, whose 8-bit word output is the header for that series of data compression

and contains the control parameter for the block.

The next step is the quantizer, where each 8-bit data sample is encoded into 2 bits using
the control parameter found in the previous step (see Figure 3.10 for the block diagram).
The data sample is converted into a 2-bit sample based upon the Gaussian distribution
and the threshold value. The sample is placed within the limits of the function. The first
bit of the output is the sign bit, a 0 for a negative and a 1 for a positive, placing the signal

on either side of the statistic function. The second bit places the sample at the centre of a
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transition segment to allow for minimum distortion within the reconstructed data [BENZ-
95]. It is possible to compress the each data point to 1 bit, but to do this requires a
sampling rate of twice that to quantize to 2 bits, and therefore adds no reduction in image

size, but increases the complexity of the hardware.

With the final output to the compression algorithm being the 8-bit control statistic, placed
as the header to the data stream, and the compressed 2-bit data samples, a compression
ratio of nearly 4 is possible. The total output to the system will be 4.4 Mbits of control
statistic data, taken for 48 pulses over the 16 time samples. The compressed data is 845
Mbits, at 2 bit samples from the I and Q channels of the compressed pulse. The total

compressed data size is 850 Mbits per picture, i.e. a compression ratio of nearly 4:1.

3.5.3 Communication Downlink:

The communication subsystem is responsible for the interaction of the satellite with other
satellites and the control, or ground, station. The system functions include receiving
commands from the ground station while supplying it with telemetry data and the

payload data.

As defined by the orbit, the receiver satellite is in view of a ground station for
approximately 15 minutes for an overhead pass. Including a margin for the acquisition of
the satellite’s signal and the inclusion of the downlink telemetry data, approximately 10
minutes is available to downlink the payload data. For 850 Mbits (as defined by the
output of the data compression algorithm) the data rate will need to be 1.28 Mbps.
Therefore, the 2 Mbps link provided as standard with the spacecraft will be more than

adequate.
At 700 km altitude, the slant range to the ground station varies from just over 3000km

when the satellite is at 0° elevation, to 700 km when the satellite is directly overhead.

This is shown in Figure 3.11.
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Figure 3.11 Relationship of the Distance to the Ground Station

with respect to the Elevation Angle

If the satellite must be acquired on the horizon, the effective isotropic radiated power
(EIRP) will need to be higher than if it was acquired at a higher elevation angle. This
becomes known as the system margin. For the geometry of this system, with a 0dB
antenna on the satellite, the change in the system margin is shown in Figure 3.12. From
this graph, it is seen that if the satellite is acquired at the horizon, there will be a margin
of 16 dB when the satellite is directly overhead. It is possible to design an antenna,
which has a variable gain over the elevation angles so as to reduce this and this optimizes

the system.
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Figure 3.12 System Margin with Acquisition at Horizon

Before forming the link budget for the communications subsystem, it is necessary to
describe the assumed values for certain variables. The frequency of the downlink is also
as 2.4 GHz, the same as that of the payload. The receiving antenna is assumed to be a 2.5
m diameter dish antenna, the antenna used by the SSTL ground station. The receiving
antenna will therefore have a gain of approximately 30 dB at an efficiency of 50%.
Finally, the total system losses for the downlink system are estimated to be 10 dB with a
3 dB margin. Given these assumptions and the system constraints, it will be possible to

determine the link budget for the data downlink.

The modulation scheme for the downlink has been chosen as Quadrature Phase Shift
Keying (QPSK) was chosen due to its high use of spectrum, thus reducing the bandwidth
necessary, and the lower value for the bit energy to noise spectral density requirement.
QPSK offers a spectrum utilization of 2.0 bps/Hz [WERT-92]. Given this value, the
bandwidth chosen is 1 MHz, allowing for a 2 Mbps downlink, providing a comfortable

margin.
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Also, given the need for accurate data transmission without large numbers of bit errors,
the BER, bit error rate, must be no more than 10°®.  This requires a received energy per
bit to the noise spectral density, Ey/N, to be 10 dB where Ey/N, is
2
Eb/Na = Z% [3.12]
smax
where the subscripts t and r stand for the transmitter and receiver, respectively, R is the
distance from the transmitter to the receiver, k is the Boltzmann’s constant, Ts is the

system temperature, L is the system losses, and Ry is the data rate [MARADb-93].

This constraint, in turn, defines the carrier-to-noise density ratio, C/N,, to be:

E% P.G,G, A}
¢/ N, =4—e=—0k [3.13]

o ATRKT,L,
If C/N, is subsequently divided by the bandwidth of the system, the result is the C/N, thus
defining the characteristics of the downlink [MARAb-93]. In the link design, the
transmit power, system bandwidth and the C/N must all match to allow for system

requirements.
Table 3.4 gives the complete link budget design for the system. This budget is designed

with a constant gain antenna for acquisition at the horizon. The losses of the system are

estimated from results of testing.
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Orbit Height Km 700.0
S/C Antenna Nadir Angle Degrees 64.3
Range to Spacecraft R Km 3069.1
[Total Time Tp Seconds 917.9230667|
Frequency Of Operation Fc MHz 2400.0
[Transmitter Power Output Po w 6.0
[Transmitter Power Output Pt dBW 7.8
Feed Loss Lf dB 1.62
/Antenna Absolute Gain Gt dBi 0.0
EIRP EIRP dBW 6.7
Free Space Loss FSL dB 169.8
IAdditional Atmospheric Losses Latmos dB 0.5
Power Flux Density At Ground PFD dBW/m2/4KHz| -160.3099565
Power Flux Density Limit PFD dBW/m2/4KHz -154
Power Flux Density Margin PFD dB 6.309956461
Receiver System G/T G/T dBW/K 10.4
Boltzmanns Constant K -228.6
System Performance Requirements

Data Rate Rb bps 2000000.0
Modulation Type Coherent PSK, QPSK

Modulation Spectral Efficiency bpd/Hz 2.0
Bandwidth Hz 1000000.0
Eb/No dB 10.55
Coding Gain Viterbi K=7 dB 5.20
Implementation Loss dB 1
Required Eb/No 6.35
System Eb/No dB/Hz 6.7
System Margin dB 0.4

Table 3.4 Link Budget for Communication Downlink
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3.6 Satellite Synchronization:

3.6.1 Time:

A key element in the synchronization of the two systems is based on accurate timing. In
bi-static SAR, accurate timing can also be used to measure of the baseline distance
between the transmitter and receiver. There needs to be synchronized clocks on both the
transmitting and receiving satellite. If there are errors in the clock times, this will cause
errors both in the range resolution, resulting in image de-focusing. In a mono-static SAR
system, the time synchronization is simple, as the components are linked to a common
clock source. However, in bi-static SAR, transmitter and receiver subsystems are on
separate platforms, therefore, the clocks must be kept synchronized, either one to the
other, or both to an outside master clock, for example, one derived from the GPS satellite

network.

As the satellites will be using a GPS receiver in the guidance and navigation system, it is
logical to slave both on-board clocks to the time on the GPS receiver. This will require a
clock stability on the order of a fraction, typically %, of the transmitted compressed pulse
width [WILLd-91]. In this system, the clock stability during the imaging time of 4 s,
with the required time accuracy of 2.5 ns, is 6.25 x 10 or about 2 parts per 10° for 4 s.

This stability is easily achievable with current technology of quartz clocks [WILLd-91].

As the relative time in the system, i.e. the time of the transmitting clock and the time of
the receiving clock, is important, and not a universal time, the GPS clock biases will not
introduce errors into the system. However, the difference in propagation time between
the GPS satellite and the transmitting and receiving satellites will cause the two clocks to
be offset by an error. To remove this error from the timing, it is necessary to use a pulse

delay ranging between the two satellites.

The transmitting satellite, as the master satellite, will be assumed to have the correct time.

As the transmitter transmits its pulses, a —=20 dB splitter will be used to transmit to the
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receiver a copy of the pulse. The transmitter will start transmitting at time t,, which is
known on both the satellites. The receiving satellite will receive this ranging sample at
the time to+Hiravet€, Where tiavel is the actual time for the signal to travel the baseline and €
is the error in the receiver time compared to the transmitter. However, the receiver will
assume that the pulse was transmitted at time t,, and will interpret the travel time as tyayel
+ ¢, and compute a baseline distance from this. It will compare this distance to that
determined by the GPS receiver. The differences in this value will mainly be the result of
the clock error, with a small error due to the inaccuracy of the GPS measurement, i.e. a
few cms. This process can be continued through the imaging time so that an accurate
value of the change in the baseline can be determined, and the clock error can be held to a
minimum. Furthermore, the clocks can be synchronized prior to the start of imaging, so
that no corrections for clock error will need to be made during signal processing by the

ground station.

3.6.2 Phase:

Similar to mono-static systems, the transmitter and receiver need to maintain a high level
of phase stability to ensure coherence within the system. This translates to stability of the
local oscillator. However, this stability will need to be over the coherent integration time
of the system, approximately 0.23 s, as there will be possibility for re-synchronizing the
system during each integration time. Also, due to the distributed nature of the system, the
total stability is the sum of the individual stability of the transmitting local oscillator and
the receiving local oscillator. Given the possibility of a 5° phase error for the entire

-11

system, the total stability for the oscillators is 2.3 x10 . This translates to an error of

1.15 x10 ™ for each oscillator over the 0.23 s integration time. This stability is possible

with the quartz clock [WILLd-91].

3.6.3 Signal:

Perhaps the most challenging aspect of synchronization of the transmitter and the receiver

is the synchronizing of the signal. As stated previously, the on-board receiver will be
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responsible only for down-converting the signal, dividing into I and Q channels,
digitizing and storing the data. However, to accomplish this, the receive must have an
accurate copy of the transmitted pulse. This can be done directly from receiving the
transmitted pulse and correcting for Doppler shifting and propagation errors to use it as
the mixing signal. However, this approach will always add errors to the system, thereby,
reducing the quality of the system raw data. The use of Direct Digital Synthesis, DDS,

solves this problem.

The concept behind DDS is to store in memory, a digital copy of the waveform, or
subsequently to store look-up tables for the phase, frequency and amplitude values, and
the store those addresses [GALL-88]. In effect, it replaces the analog exciter, responsible
for producing the linear FM chirp waveform, with a digitally stored version. The DDS
system would require high-speed random access memory to store the digital waveform
and a high-speed digital to analog converter (DAC) [GALL-88]. The DAC of the system
would output the analog base-band version of the desired waveform, which would then
by up-converted to S-band for use. Testing results from such systems, show that it is

possible to get near theoretical waveform generation, including a RMS phase error of 1.4°
[GALL-88].

Using a DDS system would provide, a near theoretical waveform generated from the
transmitter, and, with an identical system placed on the receiver, would provide a near-
exact replica of the transmitted pulse to down-convert the signal. This system would
limit the amount of errors introduced into the system by the distribution of the transmitter
and receiver. The DDS signal can also be stored in the ground station for processing,

updated with error readings from the transmitting satellite.
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3.7 Ground Segment:

Having stated the requirements and operations of the satellite-based portion of the SAR
system, the ground segment completes the system, as the processing of SAR data is too

complex and time consuming to be done on-board the spacecraft.

In order for the ground station to act as an effective correlator and processor for the SAR
data, the following information concerning the spacecraft platform and SAR system
performance must be known: antenna characteristics, the data rate from the satellite, the
bit error rate (BER), the sampling frequency of the data and thus the number of samples
per range line, the range bandwidth, the PRF, pulse duration and coding scheme for the
radar pulse, the orbit characteristics of inclination and altitude, and the position, velocity,
attitude and attitude rate accuracies of the spacecraft. Of these parameters, many are set
values for the system—antenna characteristics, data rate and BER, sampling frequency,
PRF, pulse duration, and coding scheme—and may be known by the system before the

acquisition of the satellite,

Upon acquisition ofithe satellite, the ground station will maintain a communications link
with the satellite for the total view time. This requires an antenna of a gain of 30 dB for
the link budget designed. The ground station will receive the modulated downlink signal,
down-convert the signal and demodulate it at a data rate of 2 Mbps. Once the data is
demodulated, it must be stored for processing, requiring storage of 850 Mbits of data,
written to memory at 2MHz. These requirements for the system are well within the limits

of current technology.
Once the signal has been uncompressed, the processing of the SAR data begins. As there
are no constraints on the time, the speed of the processor is not a constraint on the

system.

The first step in the processing will be to decode the compressed raw data, using an

inverse BAQ algorithm. This process consists of separating the data into the original
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blocks by locating each header. The 8-bit header data is then passed through the
threshold look-up table to find the threshold value. This is then applied to each of the 2-
bit I and Q samples such that:

(sign)x0.52xTh

= 3.14
Y {(sign)xl.73xTh [3.14]

where y, is the sample, sign is given by the first bit, the magnitude, 0.52 or 1.73, is given
by the second bit and T4 is the threshold value, or signal statistic. The magnitude values

of 0.52 and 1.73 are the centre points of the quantizer outputs, which minimize distortion.

The raw SAR data has now been recovered, with some loss due to the compression

algorithm, and is now ready for SAR processing. This is fully explained in section 2.4.7.

The raw data must first be pulse compressed, which consists of using a matched filter
correlator. To do this, the ground station must have an accurate copy of the transmitted
pulse, which is gained through DDS of the pulse waveform. This will allow for an
accurate replica, in phase and amplitude, of the transmitted pulse to be simulated, and
therefore, maximize the S/N of the output of the filter. If more accurate phase
information is necessary for processing, once the DDS system has been tested, it is
possible to update the digital signal with the errors caused by the transmitter hardware.
As the digital signal is passed through the analog system and the transmitter and antenna
hardware, phase errors are introduced, which, if uncorrected for in the correlating signal,
will cause errors in the system. To remove these errors from the system, the transmitter
can record a copy of each pulse, or record the differences in phase and amplitude as
compared to the DDS signal for each pulse, and transmit this information to the ground
segment. The ground segment will then use this information to update the ground DDS

signal for accurate correlation.
The pulse-compressed data is then processed through the range and azimuth algorithms,

allowing for image defect correction. Figure 3.13 offers a block diagram of the

processing flow. Unlike the constraint of time for on-board processing, the operational
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requirements of the speed of the processor are based on the amount of processing done, to

include phase corrections and auto-focusing, and how fast the final image is needed.

Compressed Range FT Range a1 Range
Signal —P Compression — Range FT — Migration
Correction
Azimuth Azimuth Azimuth Auto-
SAR 4 1 [ on [ —
Image FT Compression FT focus

Figure 3.13 SAR Processing Flow

3-37




Chapter 4 Mission Design:
4.1 Satellite Design:

4.1.1 Choice of Satellites:

The satellite design chosen for the project is the Surrey Satellite Technologies, Ltd.
(SSTL) enhanced micro-satellite modified to a truncated pyramid shape. The decision to
use a pre-designed satellite was due to the objective of producing a low-cost satellite,
which would be readily available to everyone. By choosing a pre-fabricated, modular
design, the spacecraft can be manufactured within the specifications of the customer
without requiring a large increase in cost or production time. The SSTL enhanced micro-
satellite has been designed with a highly modular structure for the purpose of rapid and

low-cost adaptation to accommodate different payloads and missions [WICK-01].

This design is based upon SSTL’s long heritage of small satellites, specifically the
UoSAT missions, CERISE, TMSAT and CLEMENTINE. It is a design, which is well
proven and, due to the modular sub-systems, allows for increased power, mass and
volume from the previous missions. The modular design of the satellite will also allow

for upgrades of the satellite with advancement in the state-of-the-art.

4.1.2 Satellite Structure:

The design consists of a truncated pyramid structure with dimensions of a 1x1 m base
with a height of 600 mm. The mass of the satellite is 100 kg, with 40 kg allocated to
payload mass. The satellite is specifically designed for low Earth orbits and is
compatible for launch on most major launch vehicles. The basic design was used in the

GANDER radar altimetry constellation design [WICK-01].
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The reason that the structure is in the form of a truncated pyramid is due to the
orientation requirement of the solar panels. By using body-mounted solar panels, there is
a reduction in the complexity of the spacecraft by not requiring the deployment of the
solar panels. However, in a typical cube design, the orientation of the solar cells to the
sun is not optimal, therefore producing less power per array than is possible. Using a
pyramidal shape with a 30° orientation to vertical gives an increase in the solar panel area
by approximately 30% (given standard solar cells) when the satellite is correctly aligned
and outside of eclipse, which can increase the output power by approximately 60%, in a
sun synchronous orbit. Figure 4.1 offers a depiction of the enhanced micro-satellite in

the traditional cube and truncated pyramid shapes.

—

Figure 4.1 Enhanced Micro-Satellite Design with Cubic
And Truncated Pyramid Shape [MEER-01]
(antenna not to scale)

The truncated pyramid shape also provides the benefit of an extended base allowing for a
larger mounting area for the 2.5 m diameter antenna. This will reduce the total volume of
the spacecraft in the launch configuration, i.e. with stowed antenna. In launch
configuration, the total volume of the satellite is 1x1 m for the base and a 1.75x1.75 m

area for the top, to accommodate for the antenna width. The satellite will be 0.6 m in
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height, and the stowed antenna will be 0.75 m in height. The spacecraft will, therefore,
need to be mounted to the launch vehicle with an extended attach fitting cone, as the
attachment site is the top of the satellite. The total volume for launch will need to be

approximately 4 m’ to allow for sufficient spacing.

The modular structure of the satellite is shown in Figure 4.2a and 4.2b. Figure 4.2a
provides the basic internal structure to show the placement of the modular sub-systems
within the satellite. Each dark cube represents the placement of possible systems. The

total volume allocated to the payload module is 1x1x0.3 m.

Figure 4.2b Modular Design [MEER-01]




Figure 4.2b shows the complete satellite without side panels. The antenna in this figure
is not designed to scale to allow for a full view of the internal structure. This design
allows for the benefits of a modular design stated above, and also provides an additional
benefit in that the propulsion system can be varied to meet the mission requirements.
Figure 4.3 shows the different propulsion systems, to be discussed in a later section that

is possible for the satellite.
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Figure 4.3 Proposed Propulsion Systems [MEER-01]

4.1.3 Power System:

As the most stringent constraint on the satellite, the power system is critical.

The satellite can be made with 4 body mounted Silicon (Si) or Gallium Arsenide (GaAs)
solar panels, which produce 70 W and 100 W, respectively, for each panel. This allows
for a peak power of 110W and 140 W, respectively. The efficiency of GaAs solar cells is
achievable at 18% versus a 14% efficiency for Si [LARSb-92]. Also, the GaAs cells are
more resistant to radiation effects and have a better response over a larger temperature
range. The increase in the power generation performance of the GaAs cells over the Si

cells well merit the increase in cost, which accompanies the upgrade.

The satellite is designed with a Nickel Cadmium, NiCd, battery pack providing a total of
200 Wh at a maximum of 28 V. NiCd batteries have long been used in small satellite

applications, especially in low-Earth orbits. NiCd batteries have shown to have a lifetime
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in LEO of up to 90,000 cycles [LARSb-92]. These batteries are easy to procure, low-
cost, and have a high level of reliability and flexibility. The specific battery pack can be
custom designed for the mission, again due to thg modular design of the satellite. The

total peak power drain from the satellite may be up to 1 kW.

4.1.4 Guidance, Navigation and Attitude Determination and Control:

The Attitude determination and control system, ADCS, of the satellite is another system,
which is critical to the SAR system payload, as any error in pointing and positioning

causes errors in the payload performance.

Conventionally, the ADCS of the satellite bus is equipped with multiple sensors—sun,
horizon and star sensors, magnetometers, and gyros, and multiple actuators—reaction
wheels and torque coils. This allows for a 3-axis stabilized spacecraft. For the enhanced
satellite design, sun and horizon sensors are used in combination with a tri-axial

magnetometer.

The sun sensor, a 2-axis, low-cost attitude determination sensor, is well proven in low-
Earth orbits. The sensor measures the sun angle in both the azimuth and the elevation and
determines the orientation of the satellite based upon these values. Figure 4.4 shows an
example of the sensor. The total power consumption of the system is less than 100mW
when in sunlight. The proposed accuracy of the system is 0.5° for 36. Operationally, this
sun sensor module has been flown on SSTL’s Tsinghua satellite and achieved an

accuracy of 1° in nadir pointing [STEY-01].

Figure 4.4 SSTL 2-Axis Sun Sensor [STEI-01]
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The horizon sensor uses the relationship of the satellite to the horizon presented in the
sensor to determine the orientation of the satellite. It provides a 2-axis determination of
the attitude, i.e. it determines the pitch and roll axis, but not the yaw axis. Within a +5°
angle off the horizon, the attitude can be determined by less than 0.06° [STEY-01].
Figure 4.5 shows a figure of the horizon sensor used by SSTL.

Figure 4.5 Horizon Sensor [STEY-01]

The actuators for the ADCS are momentum wheels providing 3-axis stabilization. The
momentum wheels can be seen on the Figure 4.2 as the cylinder on the left side of the
structure. These actuators provide control of 0.25° on the roll axis, 0.4° in the pitch axis
and 0.5° in the yaw axis. Again, these values were shown on the Tsinghua satellite
[STEY-01].

The guidance and navigation of the satellite is provided by an on-board GPS receiver,
specially designed by SSTL for operations on small satellites. GPS can provide a
position accuracy of +15 m when operated in normal mode. It is possible to use GPS in a
differential mode, which can, theoretically, provide cm level position accuracy. Figure
4.6 shows the ADCS and GPS module for the spacecraft.
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Figure 4.6 GPS Module for an Enhanced Micro-satellite

4.1.5 Command, Data Handling and Communications:

The command, data handling and communications subsystem of the satellite must operate
at a high efficiency level due to the computational demands of the radar payload and will
need to be specifically designed for this project. Chapter 3 provided requirements for this

system.

The designed uplink for the system is an S-band receiver with 16-128 kbps data rate with
Binary Phase Shift Keying (BPSK) coding. This is an adequate uplink design. There are
no requirements placed on the uplink design by the payload, except that the ground
station cannot use the uplink during imaging periods. Also, as the uplink and downlink
are the same frequency, a redundant uplink in the L-band can be included, should the

need arise.

The downlink of the satellite is designed as an S-band transmitter with a 2Mbps data rate
at a power output of 6 W. It provides a QPSK modulation scheme with a Viterbi error

algorithm coding. This design meets the payload requirements.




The antenna for the uplink and downlink will be an S-band helical antenna. The
dimensions of this antenna have been given in section 3.4.3. The antenna will be placed
on the back of the cavity for the SAR antenna. This will provide near-nadir pointing for

the antenna.

Figures 4.7 and 4.8 provide an artistic rendering of the proposed spacecraft, in launch and
deployed configurations, respectively. The antenna is shown with all four panels stowed
in a launch position, as well as two opposite panels extended in the deployed position, to

give an idea of the size of the deployed antenna with respect to the spacecraft.

Figure 4.7 Launch Configuration for the Satellite
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Figure 4.8 Deployed Configuration of the Satellite

4.2 Formation and Orbit Design:

4.2.1 Basic Orbit Design:

The first design consideration for the constellation concerns the positioning of the
satellites in such a way such that the receiver detects the forward-scatter of the transmitter
and each point in the image is fully resolvable, i.e. there is only one intersection between
the isorange and iso-Doppler contours. The geometry of the orbits is shown in Figure
1.1a and 1.1b.

As was stated in the bi-static radar discussion, the isorange contours are confocal ellipses

where the semi-major and semi-minor axes are based upon the baseline—the distance
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between the transmitter and receiver. However, the iso-Doppler contours of a bi-static
system, while still focused on the position of the transmitter and receiver, do not follow
the confocal hyperbolas of the mono-static system, but are a complex series of conic

contours.

The following graph shows the relationship of the contours for the proposed formation of

the satellites:

Along-track (dimentionless)

Cross~Track (dimensionless)

Figure 4.9 Isorange and Iso-Doppler Contours

where ovals represents the isorange and intersecting lines to the ovals represents the iso-
Doppler contours. The thick solid line is to show the baseline between the transmitter

and receiver and the thin, dashed line shows the bi-static bisector.

Again, there are two intersections between the contours. However, the bisector of the
baseline separates the points, with one intersection on the right and one on the left. Since
the system only images on one side of the bisector, this resolves the left-right ambiguity,

making each target unique in its echo return.
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The orbits for the formation have been chosen to be virtually sun-synchronous, circular,
low Earth Orbits (LEQ), at an altitude of 700 km. The requirements for the inclination of
each orbit will be constrained only by the need for the transmitter orbit to be inclined 0.5
degrees more than the receiver orbits, as defined in the constellation geometry (see
Figures 1.1a and 1.1b). The orbits will need to be sun-synchronous to meet the power
constraint of the system, and the equatorial crossing times must be chosen to maximize
the power production. This is assuming no perturbations within the system. Later

analysis will show that this assumption is not valid.

Given these orbital parameters, the period of the orbit is 98.8 minutes, approximately
14.5 orbits per day. Figure 4.10 and 4.11 give a view of the satellite’s orbits over a one

day time propagation. This propagation is for the theoretical model only and does not

contain any orbital perturbations.

Figure 4.10 Polar View of Satellites” Orbits
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Figure 4.11 Ground Tracks of the Satellites

4.2.2 Relative Motion Analysis:

Having determined the orbits and formation configuration for the system, the relative
position and motion between the receiving and transmitting satellites is necessary to

determine the time when the satellites are in a configuration for imaging.

To obtain the relative motion between the satellites, the Hill’s equations (Clohessy-
Wiltshire equations) are used. The solution to these equations relates the motion and
position of one spacecraft, named the chase vehicle, with respect to the target vehicle.
For the purposes of this study, the target vehicle will be the transmitting satellite and the
chase vehicle will be the receiving satellite. The coordinate systems for this system is
based on a local XY frame centered on the target satellite with the x direction being the
radial, y direction being tangential to the orbit, and the z direction defined by the right-
hand rule, out of the XY plane. These equations provide an analysis of the system based

on the assumption of a perfectly spherical Earth with no perturbations or drag.

The orbit of the target vehicle in the inertial frame is a radius R,, which is constant due to

the circular orbit. The orbital rate of the spacecraft, mean motion, is defined by:
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n= %3 [4.1]

where /s the gravitational constant of the Earth. This is the angular velocity of the

coordinate system centered on the vehicle, with respect to the inertial Earth-centered

frame.

Therefore, the position vectors of the two spacecraft defined in the inertial system are:
R =R,
s a4 [4.2]
R, =R, +x)i+y+zk
where X, y and z are the coordinate position of the chase vehicle with respect to the target

vehicle, and the subscripts t and c relate to the target and chase vehicles, respectively.

The inertial acceleration of the chase vehicle is then found to be:
R =[%¥-2ny—n*(R, +x)Ji + (¥ +mi—n’y)j+ 7k [4.3]

The gravitational acceleration of the chase vehicle in the inertial frame is given by:

gofe g o Mol 014 ok "

3
o (R, + )i + y] + zk]?

This equation can be simplified for small relative motions, where x*+y*+z°=0, and the
generalized binomial theorem, neglecting second-order terms. The acceleration is then

considered:

g =~-n’[(R,—2x)i +y] + 7k [4.5]
In this reduced form, the two acceleration equations for the chase vehicle can be resolved
into component form:

R =28

(i—n’R,—2ny - nx)i f (R, —2x)i [4.6]
(F+2ni—n’y)j =-n"y]
Zk=-nzk

The final Hill’s equations are found by solving for each coordinate direction:




¥—2ny-3n*x=0
y+2nx=0 [4.7]
7+n’z=0

From these general equations, the update matrix can be found relative to time and the

previous position and velocity. The update matrix of the in-plane motion is determined

to be:
x(1) 4 —3cos(nt) 0 sin(nt)/n 2(1—-cos(nt))/n || x,
y(®| _| 6sin(nr)—6nt 1 2(=1+cos(nt))/nt 4sin(nt)/n—3t |y, [4.8]
| | 3nsin(rr) 0 cos(nt) 2sin(nt) il
(1) 6n(—1+cos(nt)) 0 —2sin(nt) —3+4cos(nt) ||y,
xD
where }_)" is the matrix of the previous position and velocity.
xa
Yo

As can be seen from the Hill’s equations, the out-of-plane motion, z, is decoupled with

the in-plane motion, x and y.

Therefore, the solution of out-of-plane motion is:

[%(t)i| _ [ cos.(nt) sin(nt)/ n}[zo} [4.9]
z(1) —nsin(nt) cos(nt) | 2,

Z, |. . . o .

where |: }15 again the previous position and velocity.
Z,

Specific to this project, the decoupled nature of the in-plane to out-of-plane motion

greatly simplifies the problem of determining the relative position of the transmitting

satellite to the receiving satellite. The orbits of both satellites are circular orbits with a

radius of 7078 km. The only variation between the two orbits is the inclination of
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approximate 0.5° of the transmitting satellite’s orbit. This, therefore, given us initial
conditions in the in-plane motion of a zero matrix, stating that the relative to the receiving
satellite, the in-plane motion of the transmitting satellite is identical. The only relative

motion of the one satellite to the other is out of plane.

The out-of-plane motion of the transmitting satellite with respect to the receiving satellite
in the time domain can be simplified to:

z2(t) = A, cos(nt —
z(1) A". (nt—9) [4.10]
z(t) = Asin(nt — @)
where A, and A are coefficients of the system, based upon the maximum distance
between the transmitting and receiving satellites during the orbit (A,=A x n) and ¢ is the

phase difference of the separation of the satellites at start time.

When these equations are applied to the proposed constellation, it is possible to determine
the relative position and velocity. The assumptions used to simplify the equations are a
perfectly spherical Earth and no perturbing forces. This simulation was run, starting at
the crossing of the equatorial plane. In this case, the crossing of the equatorial plane
coincides with the intersection of the transmitter and receiver orbit. The relative position

of the satellites is shown by:
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Figure 4.12 Relative Position

The relative position between the satellites must be greater than 60 km for imaging to
occur. This separation takes place at two intervals: 990-2020 seconds and 4020-5050
seconds from the start of the simulation. In the configuration of the simulation, this

would be made to coincide with the polar regions of the earth.

The relative velocity is:
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Figure 4.13 Relative Velocity




As can be seen from these graphs, as the formation approaches the maximum separation
the relative velocity slows to zero. Needing approximately 4 seconds for imaging, it is
optimum, for image quality, to image when the relative velocities are slowest. This
occurs at 1510-1525 and 4540-1455, where the relative velocity is 25 cm/s going to zero
and back to 25 cm/s by the end of the interval. Again, this corresponds to the Polar

Regions.

4.2.3 Orbital Perturbations:

There are a number of assumptions when deriving the Keplerian orbits, which were used
in the above study, that are not valid for operational use: perfectly spherical Earth, no
drag and only two-body gravity effects. To determine the total required AV budget for
the satellites, it is necessary to remove these assumptions, propagate the orbits forward in

time and determine the necessary velocity burns required to maintain the formation.

4.2.3.1 Non-spherical Earth:

The perturbation caused by the non-spherical shape and non-homogeneous distribution of
mass is often referred to as the J, effect. The Earth contains a “bulge” at the equator and
a flattening at the poles, giving the Earth a slight pear shape. This disrupts the theoretical
potential function of the Earth, and consequently the satellite’s orbital motion, resulting

in a drift of the right ascension of the ascending node, and the argument of perigee.

The effect of the change in the potential function of the Earth allows for a zonal,
geopotential function, with it’s zonal coefficients, J,, which depends on the latitude and
longitude, dividing the Earth into a checkerboard pattern. However, as the J, coefficient
is 10° times larger than the others, it is possible to model this perturbation using only the

I, term. The effect of this perturbation on the orbital elements is found by:
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Q, =—1.5M2(R%)2(cosi)(l—e2)2
. R > . 2. ARA
o, =0.75ng( %)(4—5&11 ifi—e?)

where n is the mean motion, Rg is the Earth’s radius at the equator, a is the semi-major

[4.11]

axis, e is the eccentricity, i is the inclination and Q 5 and (i),2 are the drift rates. This

perturbation is dominant in LEO. In fact, it is because of the Q 5, that the orbit can be set

equivalent to the rate at which the Earth revolves around the sun and thereby making a

sun-synchronous orbit.
4.2.3.2 Third-Body Perturbations:

The gravitational forces of the Sun and Moon cause periodic variation in the right
ascension of the ascending node (RAAN). This variation results in the precession of the
orbit about the ecliptic pole. The precession is much smaller than the mean motion of the
orbit, and has little effect on LEO satellites. These perturbations can be found from the
equations:

Qu00w =—0.00338cosi/ N

Dyooy =—0.00169(4 — 5sini)/ N 12]

Qv =—0.00154cosi/N

g,y =0.00077(4 — 5sini)/ N

where N is the number of revolutions per day.
4.2.3.3 Atmospheric Drag:
This perturbation is much more prevalent in LEO then in GEO operations. The drag will

act opposite the velocity vector, removing energy from the orbit and decreasing the

altitude of the orbit. For a circular orbit, the effects of drag can be modeled as:
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Aarev = —2ﬂ(CDA/m)pa2
AP, =-6An*(C,Alm)pa® IV

rev

AV, =n(C,Alm)paV

rev

Aerev = O

[4.13]

where r is the atmospheric density, Cp is the coefficient of drag, A is the satellites cross-
sectional area, m is the satellite’s mass, V is the satellite’s velocity and a is the semi-
major axis. As the satellites have been designed to have the same cross-sectional area,
and it can be assumed that they are affected by the same atmospheric density due to the
nearly identical orbits, the effects of this perturbation on the relative motion of the

satellites is negligible.

4.2.4 Constellation Optimization with Perturbations:

With the basic Keplerian equations of motion, the optimal constellation for the satellite
would be two orbits, one inclined 0.5° relative to the other. However, due to the
introduction of perturbations, specifically the J, perturbation, the relative orientation of
the two orbits is not constant. The J, perturbation causes a drift in the RAAN. This drift
is characterized by Equation 4.11, which is dependent upon the semi-major axis, the
inclination and the eccentricity. Due to the difference in the inclinations of the two
orbits, the drift of the satellite differs by approximately 0.067 °/day, causing an increasing
distance between the satellites. Figure 4.16 represents the nodal drift of the constellation
and Figure 4.14 shows the relative position of the two satellites propagated forward in
time using the Satellite Tool-Kit (STK) High precision orbit propagator (HPOP) over a
15 day period. This propagator includes is a simulation tool, used to propagate orbits in
time including the perturbations of drag, the effects of the sun and the moon, J; effect,

and can include a varying solar radiation perturbation.
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Figure 4.14 Relative Position of the Satellites Propagated over 15 Days



By virtue of the increasing position, the relative velocity changes as well, according to
Figure 4.15.
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Figure 4.15 Relative Velocity Propagated over 15 Days

This nodal drift will need to be corrected after every 15 orbits, approximately once a day,
with a AV of 5.4 m/s. Figure 4.16 shows the nodal drift of the satellites during the
propagation period. This amount of AV is too high for the satellite, whose entire budget

is around 30-40 m/s. This constellation is not possible to maintain.

To correct for this drift, it is necessary to compensate using the eccentricity or the semi-
major axis. However, due to the nature of the perturbation, it is necessary to change the
semi-major axis by almost 5000 km in order to compensate. The constellation would
then no longer be feasible, as the transmitted power would increase above the capacity of

the satellite. Therefore, the constellation design is not feasible.
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Figure 4.16 Nodal Drift of Initial Formation

However, if the satellites were to have the same inclination, and be separated by a 3.5°
RAAN difference, the separation between satellites at the poles would be 60 km, and the
relative drift between the satellites would be zero. Figure 4.17 shows the RAAN drift of
this design.
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Nodal Drift with 3.5 degree RAAN Separation
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Figure 4.17 Nodal Drift with 3.5° RAAN Separation

While this constellation design reduces the AV requirement of formation control to
simply that required for the station keeping to achieve the two orbital planes., it also
requires the launch of the satellites from two separate launch vehicles, to achieve the two
orbital planes. This would greatly increase the cost of the mission, and it would be

difficult to ensure that each satellite is released in the orbit needed for the constellation.

Therefore, the satellites will be launched from the same vehicle, and the transmitting
satellite will change its inclination. This configuration will be allowed to propagate
forward in time until the nodal drift has caused the required difference in RAAN so that
the satellites are separated by 60 km at imaging. At this time, the receiving spacecraft
will perform an inclination change, to match the inclinaﬁon of the transmitting satellite.
The final inclination will be appropriate for a sun-synchronous orbit at 700 km: 98.2°.
Therefore, the two orbits will have the same orbital elements, leading to the same nodal
drift,‘ and still be separated by 60 km at the time of imaging. Given the initial conditions
of an inclination change of 0.5° and a 3.5° RAAN separation, the nodal drift of this
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constellation is shown in Figure 4.18. Figures 4.19 and 4.20 show the relative position

and velocity, respectively, of the spacecraft after the correction.
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Figure 4.18 Nodal Drift for Revised Constellation Design

It can be seen from this, that the correct orbital configuration, of a 3.5° RAAN separation,
will be achieved in 54 days, after the initial plane change manoeuvre. Changing the
value of the RAAN separation will change the required change in inclination or the time

it takes to achieve the correct orbital configuration.
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A problem introduced by this design in the relatively high relative velocity between the
two satellites, approximately 47 m/s during the imaging time. This can be compensated
by subtracting the Doppler shift in frequency caused by this relative velocity. This is
possible due to the relatively small change in velocity over the entire imaging time:
0.00847 m/s. Despite this addition to the processing of the system, this constellation
design will allow for the satellites to remain within the needed parameters without

excessive station keeping.

The AV of each satellite will be limited to the normal station keeping of satellites in orbit,
which can be approximated by 0.209 m/s per year [LARSc-89]. This velocity
requirement is added to the AV needed for the inclination change of 65.3 m/s. The total

requirement for the system is then 66.4 m/s over a 5-year lifetime.

This initial orbit design is for a system that images at the highest latitude possible for the
sun-synchronous orbit: 83°. However, the orbit design can be changed to match the
desired imaging latitude based upon mission specifications, as the Polar Regions extend
from approximately 65° to 90° latitude. As the desired imaging latitude decreases, the
RAAN difference, and thus the AV, needed to position the satellites also decreases.

Figure 4.21 illustrates the differing latitude with RAAN separation.
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Figure 4.21 Imaging Latitude based on RAAN Differences (in degrees)

For the desired application of the system, i.e. imaging of the polar regions for the
commercial and scientific applications, the optimum latitude is approximately 72°, which
images the northern ports of Europe, Asia and North America, and the edge the polar ice
sheet growth in winter. This requires an RAAN difference of 1.8°, and, consequently, an

initial inclination change of 0.25°. The AV budget is therefore 35 m/s for a 10-year

lifetime—32.8 m/s for the plane change and 2.1 m/s for station keeping.

4.3 Position Sensors and Error Requirements:

4.3.1 Position and Velocity Errors:

When discussing the position and velocity errors of the radar platform, the errors are in

effect, the ephemeris errors of the satellite’s guidance and navigation system. The errors




can, for the application to radar, be broken into the along-track, cross-track and radial

€ITorS.

The along-track position error, also known as the tangential position error with reference
to the satellite’s orbital plane, causes a location error in the azimuth direction, only, as the

range error is negligible [CURLA-91]. The error follows the equation:

Ax, = ARX% [4.14]

where Ax_ is the azimuth error for the image, R, is the target location with respect to the

center of the earth, which is equal to the earth’s radius for this application, R; is the
sensor position, the radius of the satellite’s orbit, and ARy is the error in the tangential
direction. If this error is assumed to be the position accuracy knowledge of the satellite,
+15 m for the GPS navigation system, the total azimuth position error is:

Ax,, =15-(6378/ . )=13.5m [4.15]
or almost half of the azimuth resolution cell.

With multiple measurements from the navigation system on-board the satellite, the
position error can be reduced, due to the constrained nature of satellite orbital motion.
The final azimuth error in the image will be 90% of the total error of the navigation

system.

In a bi-static system, however, the total along-track position error is the combination of
the transmitter and receiver position error. This would make a total error of 30m, for the
worst-case scenario, or a 27 m azimuth error. It is therefore apparent that imaging cannot
take place until the error is reduced or differential GPS is used for the position finding or

a more accurate distance measuring system is used.
The cross-track error is determined by the same method as the along-track, however, it

causes a location error in the range direction instead of the azimuth direction [CURLd-

91]. The error equation is therefore:
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Ax,, = AR, %S [4.16]

where Ax, is the range location error, and ARy is the cross-track position error. The same

constraints, which concern the azimuth location error, are identical for the range error.

The radial error of the sensor, or the error in the sensor height, causes error in both the
range and azimuth directions due to the change in the look angle. The look angle change

can be determined by the equation:

R +R’ —R,Z]_COS_I{RZ +(R +AR —Rf]

Ay = cos_l[ [4.17]

2RR, 2R(R, +AR.)

where Ay is the change in the look angle, R is the slant range, and AR, is the radial error

[CURLA-91]. This change in the look angle results is range and azimuth errors according

_RAy
( Ane

Ar, = VeWor +VM% TV (cos{ sinicos y)Ay
Tt Rt

to the following equations:

>

[4.18]

where Vg is the Earth’s velocity at the equator, Vg, is the swath width velocity, Vy is the
velocity of the sensor with respect to the target, T and R subscripts are for the transmitter
and receiver, respectively, R is the slant range, z is the latitude, and i is the orbit
inclination [CURLd-91]. The Vj, is defined by the velocity of the sensor minus the
velocity of the target.

Errors in the satellite’s velocity determination lead to azimuth location errors only, as it
changes the Doppler shift of the echoed response. Again, the total velocity error of the
system is the sum of the velocity errors of the transmitting and receiving satellites. For
an error of 10% of the total filter bandwidth, 120 Hz, the acceptable total velocity error is
1.5 m/s. Given this figure, the errors produced by the uncertainty in the velocity

measurements are negligible.
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4.3.2 Attitude Errors:

The variation of the pre-determined roll, pitch and yaw of the satellite will cause errors in
the antenna beam pointing and therefore, errors in the final image. The errors caused by

each of these motions will be analyzed with respect to the system design.

The effects of small roll errors, within half a degree, are negligible to the image [ELACb-
87]. In the system design, the total swath width in the range and azimuth directions is 35
x 35km. However, an image of dimensions 30x30km is used for the system, allowing for
a small pointing error of 0.5°. The roll accuracy knowledge of the spacecraft is 0.25°
with a control ability of 0.2°, which are both within the error limit. Therefore, the roll

error remains within the limit of the system.

The effects of the pitch and yaw errors cause a distortion in the Doppler frequency shift.
As the pitch and yaw rates contribute negligibly to the Doppler shift, they will not be
analyzed in this discussion [ELACb-88].

An error in the yaw knowledge of the system, causes a displacement of the antenna beam

footprint around the non-zero Doppler line—causes a squint angle. This adds a Doppler
shift of:

Ve +Vz)

Af), = sin@sin £, [4.19]

where 0 is the incidence angle, and €, is the yaw error.

The ADCS for the satellite provides a yaw accuracy of 0.5°. This leads to a yaw error of

97 Hz. This error is contained within one resolution cell.

This error can be corrected by adding an error frequency to the echoed response or in the

processor through auto-focusing [ELACDb-88].
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The pitch error has a similar effect on the image, as it displaces the footprint either
forwards or behind the zero-Doppler line in the cross-track direction. This error is found
by:

Af, =

W +Ve) ;VR) sing, [4.20]

where €, is the pitch error.

The attitude accuracy of the satellite with respect to the pitch is 0.4°, this leads to an error
of 350 Hz. This is greater than an azimuth resolution cell and will create a significant
error to the image. Therefore, it will be necessary to determine the pitch error more
accurately, or use the signal processing to correct for this error. The yaw and pitch errors

can be combined, and both compensated for at during processing.

To correct the attitude errors through processing methods, therefore not requiring the
furtherance of technology, the method is iterative, but simple. As the known error can be
translated directly to a Doppler shift frequency, this frequency can be added to the range
compressed data, i.e. before azimuth processing, to remove these errors from the image.
If this process is going to be done outside of the auto-focus algorithm, which will also
correct for these errors, it should be done prior to auto-focusing to allow for less

iterations of the auto-focusing algorithm.

It is possible to use GPS to gain an accurate knowledge of the motion of each satellite. If
the GPS navigation system is used before, during and after the image, an accurate orbit
can be determined due to the constrained motion of the orbit. This knowledge would

then be used to correct for these errors in the processing.

4.3.3 Orbital Errors:

In space borne SAR, an error is introduced due to the rotation of the Earth with respect to
the orbital plane. As the planet rotates around its axis, it introduces a Doppler shift on the

magnitude of:
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Afr =&;2Esin90057 [4.21]

where 0 is the incidence angle, 7 is the latitude, R is the radius of the Earth, 6378 km,
and Qg is the rotational velocity of the Earth [ELACb-88]. To be more accurate, a
correction to‘Equation 421 can be made by subtracting from Qg the rotation in the
inertial frame. However, this movement is small in comparison to Qg. As the imaging

will happen near the poles, the Doppler shift is negligible—approximately 10Hz.

An error will also be introduced as the eccentricity of the orbit, which is nominally set to
zero, but this value is unachievable in actual orbits. The eccentricity of the orbit can be
achieved within 0.001 [ELACb-88]. In this system, this will cause a change in the range
of approximately 14 km and, subsequently, a change in the relative velocity. However,
as the orbit is known before the imaging time to high precision using navigation and the

ADCS, this error is known and can be processed out of the final image.

The previous discussion gives an initial analysis of the effects of the motion and attitude
errors of the platform. To gain an accurate knowledge of the level of errors, which are
acceptable to the system, it is necessary to model the SAR data with errors, process it
through the system including auto-focusing. This will determine the quality of the image

given different levels of errors.

4.4 Slot Allocation and Power Flux Restrictions:

4.4.1 Signal Allocation

Due to the congested nature of the radio frequency bands for communication, research
and radiolocation in both earth-bound, airborne and space borne applications, the
International Telecommunications Union creates allocation guidelines [ITU-01]. From
1844, when Samuel Morse sent his first public message over telegraph to modern times,

the frequency bands have become increasingly congested. The ITU, which was first
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formed in 1865, and later became under the regulation of the United Nations in 1947, is
responsible for the regulation of the telecommunications industry. Part of this control
involves the International Frequency Registration Board, responsible for managing the
increasing complex frequency spectrum through the Table of Frequency Allocation.
This table allocates to each service using radio waves specific frequency bands to avoid

interference between stations.

The ITU has divided the world into three regions of control: Region 1—Europe, Africa,
and the Middle East, Region 2—the Americas, and Region 3—Asia, except for the
Middle East [ITU-01]. While the Frequency Allocation Table allows for specific bands
to be allocated to specific services, each region is allowed to present regulations on those
services to ensure non-interference between signals. Due to the nature of the project,
with the transmission period over the poles, the regulatory requirements of each region

must be met.

Given these regulatory statutes, it is necessary to determine the availability within the
chosen S-band frequency, which will allow for the operation of the SAR system. The
frequency band of 2290-2300 MHz is allocated for space-to-Earth Space research. The
band of 2390-2483.5 MHz is allocated as amateur bands with an emphasis placed on
industry, scientific and medical purposes. Frequency use in each of these bands is

possible for this project.

4.4.2 Power Flux Regulation:

Having determined the availability of the desired frequency band for use for the project,
the power flux of the signal at ground level must also be determined. Figure 4.22 shows

a representation of the allowable power flux densities for all S-band usage.
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Figure 4.22 Power Flux Density at S-band [MARA-86]

Therefore, the maximum power flux density possible for transmission is —144 dBW/m?
per 4 kHz bandwidth. Given the transmitted signal is at a distance of 700 km and the
peak transmitted power is 624 W with multiple look integration, the power flux density
over the 100 MHz bandwidth is —100 dBW/m?>. Correcting to a 4 kHz bandwidth, the
power flux density of the signal per 4 kHz bandwidth of the transmitted signal is —144
dBw/m2/4kHz, operating at an elevation of 60° to 83° in elevation. This value is within
the prescribed limit. The system, therefore, operates within an appropriate frequency
band and has a power flux density within the required limit. The power output cannot

exceed this level as the power flux density at the ground will be above the limit.
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Chapter 5 Conclusions and Future Work

5.1 Conclusions

The study shows the feasibility of placing a Synthetic Aperture Radar system on-board a
constellation of micro-satellites. This is an important development in satellite
technology, as it would reduce the cost and development time for SAR system and allow

for wider use in commercial and scientific applications.

The system geometry consists of a transmitting and a receiving satellite in a bi-static
configuration, allowing for the reception of the forward-scatter to reduce the required
transmit power. The satellites will be placed in two identical orbits, separated by an
RAAN difference of 1.8° i.e. a separation of 60 km at 72° latitude. At the time of
imaging, the antenna of the transmitter will point at an angle of 3.7° from vertical,
approximately 45km cross-track from the transmitter. This requires the receiver antenna
to point at 1.2° from vertical for the beam centres to match. The receiving satellite will
be slaved to the transmitter, which, when used in conjunction with the GPS navigation
system, will allow for synchronization of the distributed SAR system in time, phase and

signal.

The two satellites are based on the SSTL enhanced micro-satellite design, which is a
truncated pyramid with a 1x1m base and 0.6 m height. The truncated pyramid shape is
used to allow for a maximum power production by the satellite’s solar panels in a sun-
synchronous orbit. It has a total mass of 100 kg with 40 kg being allocated to the
payload. The satellite has been designed with a modular structure to allow for fast, easy

conversion to meet payload requirements or adapt due to changes in the state-of-the-art.

The power system consists of body-mounted Gallium Arsenide (GaAs) solar cells,

producing 100 W individually, for a total production of 140 W. The standard Nickel
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Cadmium battery pack allows for 200 Wh of power to be stored. This system has a total
available peak power drain of 1 kW.

The satellite is 3-axis stabilized, using multiple sun and horizon sensors, with a control
accuracy of 0.25° on the roll axis, 0.5° on the yaw axis and 0.4° on the pitch axis. This
attitude control is not quite accurate enough for SAR imaging, but the estimated errors
can be removed from the SAR data through processing or auto-focusing. The position
knowledge for the satellite is provided by a standard SSTL GPS receiver for small
satellites, which provides position knowledge of +15 m. This position accuracy can be

increased using Differential GPS and pulse ranging.

The on-board SAR system consists of a transmitter and receiver, distributed on two
different satellites. The transmitter must be compact to fit on the micro-satellite, smaller
than 1x1x0.3 m, and transmit at a centre frequency of 2.4 GHz with a bandwidth of 100
MHz, allowing for a 10 ns compressed pulse length. The transmitter will emit a chirped
pulse of 34 ps duration at a PRF of 6 kHz, making 24,000 pulses per image (each image
requires 4s of flight time). The total DC power of the transmitter must be 100 W,
approximately an RF power of 25 W. This power output will allow for the detection of a
target with a —15 dB RCS, the estimated lowest RCS encountered when imaging sea ice.
The transmitter must also maintain a high level of stability to ensure coherence between
the pulses. The stalo must have a drift of less than 2.5 x107% over 4 s within a phase error
of 1°. The on-board clock must not drift more than 2 parts per 10° over the 4 s imaging

time.

The receiver subsystem is characterized by the same stability requirements as the
transmitter, since the system, though distributed on two satellites, must work togethér
coherently. The receiver must be sufficiently low-noise, as all added noise will degrade
the system, causing false responses and masking of actual echoes. While limiting the
noise in the system, the receiver must also have a bandwidth of at least 101 MHz,
comprising the transmitted bandwidth and the Doppler shift. This wide bandwidth will

allow for a high level of external noise to be detected along with the echoed responses,
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but any limiting of the value will cause some echoes to remain undetected. The
minimum detectable signal of the receiver is 8.225x10™'° W, given a probability of

detection of 99.6%.

The receiving satellite will also provide for the compression and storage of the returned
echoes. The system must be able to down-convert, sample and store the incoming data at
200 MSps on both the I and Q channels. This will require a 4 Gbit temporary memory
for the sampled pulses. This data is then compressed by a factor of 4 using a standard
BAQ compression algorithm. The final compressed data is 850 Mbits per image. This is
small enough to be sent to the ground station with the standard communication downlink
of 2 Mbps over the 10 minutes. This will require the downlink antenna to have a beam

width of at least 129°.

The antenna used for the SAR system is a 2.5 m diameter parabolic dish antenna with a
cavity backed, crossed-dipole feed system providing horizontal, vertical and right-handed
or left-handed circular polarization for “multi-spectral” imaging of the ice. This will
achieve a 35 x 35 km footprint and a gain of 30 dB at 30% efficiency. Due to the large
size of the antenna compared to the satellite dimensions, the antenna is stowed for launch
in a “petaled” configuration, to be deployed once the satellite is in orbit. The power of
the multiple polarizations, though complex to implement, will allow for the imaging of
the ice structures at various levels. Using similar linear polarizations or reverse circular
polarizations, the imaging will provide data on the surface scattering of the ice to provide
detailed images. This data is useful for the general study of the ice structure and the
extent of coverage. However, if reverse linear polarizations or similar circular
polarisations are used for the transmitting and receiving satellites, the returned echo will
show the cross-polarization element of the scatter, which will provide data on volumetric
scattering of the ice and study the ice thickness. The thickness of the ice will provide a

detailed description of the ice.

One of the most important features of the space borne components of the SAR system is

the synchronization, in time, phase and signal, of the transmitting and receiving
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subsystems. Synchronization of time is accomplished by using the GPS receiver to
update the on-board clocks. To further remove the errors of the GPS signal due to the
differing propagation time, the receiver will use GPS and the pulses from the transmitter
to determine the differences in the GPS baseline and the receiver computed baseline,
allowing the removal of this error. The synchronization of the signal will be
accomplished through DDS, in which a digital copy of the waveform replaces the exciter,
providing a copy of the waveform for the transmitter, receiver and ground station.
Finally, the phase synchronization will be accomplished through stalos with a combined

drift of 2.3 x10™"! for the imaging time.

As no on-board processing is done, the ground station becomes an integral part of the
SAR system. To complete the synchronization of the signal for all subsystems which
require an accurate copy of the transmitted pulse, the ground station will be supplied with
the same DDS memory as that which in on-board the satellites, and it can use updated
error measurements from the transmitter to correct for errors. The ground station will
receive the compressed data from the receiving satellite, requiring memory write-able at
2 MHz. The ground station will then decompress the data and accomplish SAR
processing to produce an image. As there is no system time requirements on the
processing done in the ground station, there are no constraints on processing speed and
the ability to use auto-focusing to reduce the effects of higher order phase errors in the

image.

Having designed and determined the feasibility of the SAR system and the platform, the

final area of study is the formation and orbit design, to show that the satellite will be able

to remain in formation with the propulsion system constraints. The basic orbits for the

satellites are sun-synchronous, with an inclination of approximately 98°, at an altitude of
700 km, a period of 98.8 minutes, and an RAAN separation of 1.8°. With this RAAN
difference, the satellites will image at approximately 72° latitude, corresponding to the
northern coasts of Europe, Asia and North America. This formation will need a AV
budget of 35 m/s for a 10-year lifetime—32.8 m/s dedicated to the formation construction
and 2.2 m/s for lifetime station keeping.
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Due to the theoretical nature of the study, the system was designed with very
conservative assumptions as to the efficiency of the components and the scattered power
from the scene. This was done to produce a system that was detailed and complete, yet
was not overly dependent upon the assumptions made. Therefore, if the component was

more constrictive on the constraint, the system would not be rendered inoperable.

The feasibility of placing the designed SAR system on a micro-satellite platform is
shown through this research. However, this study provides only one design of a SAR
system dedicated to one area of imaging. It is not an exhaustive study as to the extent to
which this system can be applied to other areas on the Earth. In addition, as this study
was based on theoretical objectives, there was no component testing to show if the

practical system will comply with the theoretical results.

5.2 Future Work

The scope of this study was to determine the feasibility of a SAR system on the SSTL
enhanced micro-satellite. Being a theoretical study only, there was no construction or

component testing done to any aspect of the system, leaving the testing for future work.

5.2.1 Sea Ice Scattering

Further study into the properties of sea ice scattering is recommended. The values
presented in this study were gained from the extrapolation of the values of vertical
scattering from different ice type and structures. This seems a valid assumption as the
system works at a total of 4° off the vertical, which can be considered vertical, and the
study was conducted to gain only an estimate of the RCS and the radar contrast of the ice.
While adequate for providing an estimate of the strength of the return echo and the
energy received, a detailed study, in which the forward-scatter from various types of sea

ice at S-band frequency is necessary for accurate classification of the type and depth of
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ice. Also, testing of the ice using different polarization will allow for the optimisation of
the system so the maximum return is collected by the system. Therefore, the returns in
the system can be accurately classified and used for both the commercial and scientific
applications. It would be possible to conduct this study in the actual environment (from a

boat or aircraft) or in a simulated environment in a laboratory.

In conducting this research into accurate sea ice properties, it will be possible to also gain
an accurate figure for the power requirements. As this is based directly on the RCS, the
more accurately the RCS is known, the more accurate the power requirement can be
determined. It will be useful construct a similar system for the testing of the properties of
ice, the results can be used to gain accurate information on the transmit power needed.
Finally, by testing the echoes of ice, it will be possible to gain a better understanding and

expand the uses of the multiple polarization aspect of the system.

Other than the testing of sea ice characteristics, it is not necessary to conduct any further
studies on the construction of the transmitter and receiver satellite platforms, as these
spacecraft are not specific to the radar system and are currently available as commercial-
off-the-shelf items. However, before the system is actually flown, further work will need
to be conducted so that the attitude stability of the two platforms, and their combined
characteristics can be determined before flight. This would be similar to any flight-

testing done on a system before it is flown in space.

5.2.2 Antenna

Due to the unique nature of the deployment scheme for the antenna and the aberrations
that are caused by this scheme, it will be necessary to conduct a further study on the
effects of these errors on the characteristics of the antenna. A model of the antenna will
need to be constructed using the reflector geometry and the feed system presented in the
study. First, the locking mechanisms used during launch will need to be tested to validate
their ability to withstand the forces of launch. This is necessary to ensure the stability

during launch. After this has been validated, the deployment scheme of the antenna will
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need to be tested to ensure the panels fit closely together and are locked into place on
deployment. Most importantly, an adequate antenna pattern and gain value will need to
be gathered from testing. This will test the efficiency of the reflector-feed system, any
losses caused by the feed lines, and the losses in gain due to the aberrations. Also, an
accurate model of the antenna pattern will be found, and any edge tapering or corrections
to the feed pattern can be determined. As these factors can help to increase the efficiency
and gain of the antenna, it is important to minimize these losses to maintain system

integrity.
5.2.3 Data Handling and SAR Processing

The algorithms used in this system are all well known and have been previously used.
However, a further study into the data handling and SAR processing using all algorithms
suggested (data compression and decompression, processing, error correction and auto-
focusing) will allow for the system performance to be determined. A sample of raw SAR
data, or simulated data, can be gathered to give accurate echo characteristics. The
compression and decompression algorithms will then process this data. As the
compression is lossy, there will be an inherent degradation in the raw data quality before
this process, which can be determined with a simulation. Passing this data through the
processing algorithm, including auto-focusing and error correction, will then produce an

accurate representation of the images, which can be formed from the system.

5.2.4 Synchronization

The final aspect of the SAR system, which will require further work, is the
synchronization methods between the transmitter and the receiver. The feasibility study
outlined the requirements for the synchronization and basic methods for synchronization.

However, no exact values of the likely errors that will be encountered were offered.

Using two GPS receivers, the transmitter and the receiver can test the time

synchronization between the two satellites. The GPS can be used to find the position of
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the transmitter and receiver as would happen in operation. The transmitter will transmit a
pulse, which the receiver will use to determine the baseline and its clock error. The
average baseline and the clock errors can be measured over successive testing iterations.

Differential GPS should be investigated to get errors down to the centimetre range.
5.2.5 Satellite Design

‘While the structure and size of the enhanced micro-satellite is fixed, there is the
possibility for further work to improve the platform for the SAR system. The feasibility
study mainly used the standard components of the enhanced micro-satellite, however, a
more detailed study into possible components compatible with the size, volume and
power constraints inherent to micro-satellites, might provide a more SAR “friendly”
platform. An additional battery back or further solar panel, for example, may be added to
the satellite to allow for a higher power production and a relaxing of the constraints on
the SAR system. Also, more accurate attitude sensors or actuators may be used to
decrease the errors in the image caused by attitude errors. As this is one of the main
sources of errors that will degrade the image, the additional costs for better components
may be worthwhile. Finally, the propulsion system or the attitude actuators on-board the
satellite may be revisited to proved more agility and manoeuvrability, allowing for
further imaging opportunities and areas. This additional design process would be
standard practice before any construction of an actual flight system would take place and

allows for design updates with increases in technology.

5.2.6 System Applicability

This system was design with the specific application to sea ice. However, the design of
the system is limited to this region only, but could be expanded or revised to apply to
many different areas. For example, if the area of interest for the system was an urban
environment or city imaging, it might be possible to use only one satellite, given that the
mass and volume of each component will meet the micro-satellite constraints, or to
increase the resolution due to the high backscatter from this region. City environments

are known to have 3 nﬁnimum backscatter of approximately —10 dB, and the possibility
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exists to use a single satellite system. Also, given the direct relationship between power
and resolution, the resolution can then be improved if the returned power is greater.
Conversely, if the system were to be applied to a region with significantly less forward-
scatter, e.g. woodlands, the resolution constraint of 30 m can be relaxed to compensate

for the reduced power return. Investigating other regions of application will expand the

usefulness of this system.
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